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ABSTRACT

Most existing collusion-resistant fingerprinting techniques are

for fingerprinting uncompressed signals. In this paper, we

first study the performance of the traditional Gaussian based

spread spectrum sequences for fingerprinting compressed sig-

nals and show that the system can be easily defeated by av-

eraging or taking the median of a few copies. To overcome

the collusion problem for compressed multimedia host sig-

nals, we propose a technique called Anti-Collusion Dither-
ing to mimic an uncompressed signal. Results show higher

probability of catching a colluder using the proposed scheme

compared to using Gaussian based fingerprints.

Index Terms— Digital Fingerprinting, Collusion Resis-

tance, Compressed Signals, Anti-Collusion Dither

1. INTRODUCTION

Digital fingerprinting has emerged as one of the important

traitor tracing tools to combat illegal redistribution of copy-

righted multimedia content. A fingerprint signal that is unique

to a recipient is embedded in every legally distributed copy of

the content. When a leaked copy is obtained, the embedded

fingerprint is used to identify the source of the leak. Collu-

sion is a powerful and cost-effective attack, whereby a set of

users attempt to create a new version of the content that does

not contain traces of their fingerprints. Several systematic fin-

gerprint construction techniques have been proposed to resist

collusion attacks [1, 2, 3]. Most existing works use Gaussian

based spread spectrum sequences for modulation as they have

been shown to have good collusion resistance [4] on uncom-

pressed host signals.

However, multimedia content is often stored and transmit-

ted in compressed form to conserve storage space and trans-

mission bandwidth. Thus, a fingerprinting system should ac-

count for the fact that the host signal, the fingerprinted signal,

and the colluded signal are in compressed form. As an ex-

ample, consider a scenario where a cable TV service provider

delivers compressed video to millions of users. To prevent

piracy, fingerprints are embedded in the video by the set-

top box. With new devices such as Digital Video Recorders

(DVR), a group of users may store the video output of the
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set-top box on DVR, and then collude to remove traces of

their fingerprints before redistributing the content. Another

application where compressed signals are involved is online

music/video stores where multimedia data is transferred to the

user in compressed form.

To the best of our knowledge, this is the first work on

collusion-resistant fingerprinting for compressed multimedia

signals. A few robust embedding techniques for compressed

signals were proposed in the watermarking literature, by adding

the DCT coefficients of a watermark to the quantized DCT co-

efficients of the compressed host signal [5], or by selectively

discarding high-frequency DCT coefficients in certain regions

of the image [6]. These techniques were not designed for fin-

gerprinting and hence have limited collusion resistance.

One of the reasons that fingerprinting compressed signals

has been neglected is the belief in the robustness of Gaus-

sian based fingerprints. Indeed, individual spread spectrum

fingerprints are robust enough to survive strong compression.

However, as will be shown in this paper, if the strength of the

fingerprint is small compared to that of quantization noise,

the corresponding fingerprint components for different users

take values from a small discrete set, making the system vul-

nerable to collusion. To address this problem, we propose a

technique called Anti-Collusion Dithering to help retain the

fingerprint information and resist collusion attacks. Using the

proposed technique, we can achieve almost the same collu-

sion resistance when fingerprinting compressed host signals

as that for uncompressed signals.

2. SYSTEM MODEL

Fig. 1 depicts the system model for compressed domain fin-

gerprinting. Let S represent the compressed host signal (im-

age or video) of length M with individual elements denoted

by Sj , so that S = [S1, S2, . . . , SM ]. For simplicity, we con-

sider the vector S to comprise of elements from one frequency

channel in the 8× 8 block DCT domain, and model compres-

sion of the host signal as a quantization operation with step

size Δ so that Sj = mΔ, where m = 0,±1,±2, . . . The

fingerprint is then embedded in the compressed host signal S.

After the embedding process, the fingerprinted signal for

the ith user, X(i), is quantized with step size Δe, i.e. for

each signal component, X
(i)
j = mΔe. The value of Δe de-

notes the amount of compression done on the fingerprinted

signal and is chosen by the embedder to achieve a tradeoff

II ­ 1651­4244­0728­1/07/$20.00 ©2007 IEEE ICASSP 2007



between distortion and bandwidth. If Δe < Δ, the band-

width required to transmit the fingerprinted signal may in-

crease. Alternatively, choosing Δe > Δ may result in larger

perceptual distortion. Hence, a reasonable choice for the em-

bedder is to set Δe = Δ. Under this setting, the finger-

printed signal for user i is given by additive embedding fol-

lowed by quantization, X(i) = round
(

S+W(i)

Δ

)
×Δ, where

W(i) = [W (i)
1 ,W

(i)
2 , . . . , W

(i)
M ] indicates the ith user’s fin-

gerprint. The magnitude of the fingerprint signal W(i) is

chosen so that its energy is constrained by the distortion in-

troduced in the host signal:

E[‖S − X(i)‖2] = E[‖W(i)‖2] ≤ M · D(Δ), (1)

where D(Δ) is the maximum allowed squared distortion given

the quantization step size Δ.

The users may perform collusion attacks to remove traces

of their fingerprints. Let Sc represent the set of K users con-

tributing to generate the colluded signal which may be com-

pressed for easy storage and transmission. The colluded sig-

nal V is quantized with step size Δc so that Vj = mΔc. The

attackers’ choice of Δc is affected by the value of Δ. Since

the fingerprinted signal has already been quantized with step

size Δ, choosing Δc < Δ would not improve the quality

of the attacked signal. When colluders apply such a smaller

quantization, not only would it lead to increased bandwidth

requirements for the colluded copy, traces of the fingerprint

may also remain in the data, which results in a higher prob-

ability for at least one of the colluders to be caught. On the

other hand, choosing Δc > Δ would further degrade the per-

ceptual quality of the colluded signal. In this paper, we ex-

amine the scenario with Δc = Δ as a reasonable compromise

between the two cases. The colluded version V is thus ob-

tained as V = g({X(k)}k∈Sc), where g(·) is the collusion

function.
Collusion attacks have been studied in [4] for Gaussian

based independent fingerprints for uncompressed host signals.
In this paper, we first extend these attacks to compressed sig-
nals by adding quantization and examine their effectiveness
against the fingerprinting system. Due to space constraints,
here we take averaging, median, and minimum attacks as ex-
amples for illustration:

Average : V
avg

j = round

 ∑
k∈Sc

X
(k)
j

KΔ

)
× Δ,

Median : V med
j = round

 
median({X(k)

j }k∈Sc)

Δ

)
× Δ,

Minimum : V min
j = min({X(k)

j }k∈Sc).

Further processing, such as addition of noise and filtering,

may be applied to the colluded signal, which we model as ad-

ditive white Gaussian noise, n, with zero mean and variance

σ2, as shown in Fig. 1.

A correlation based detector is employed to identify the

embedded fingerprint. Since the host signal is usually avail-

Fingerprint
Embedding

User index i

Compress
Host Signal

Sj

Raw Signal Compress
Fingerprinted

Signal
X(i)

j

Collusion
Attack

Fingerprinted
Copies

{X(k)
j }k∈Sc

Compress
Colluded Signal

Vj

Gaussian
noise
nj

Attacked
Signal

Zj

Fig. 1. System Model

able to the detector in fingerprinting applications, the detec-

tor first removes the interference from the host signal S by

subtracting it from the attacked signal, Z, and applies prepro-

cessing h(·) [4] to obtain the test signal. The user q whose

fingerprint has the maximum correlation with the extracted

test signal is declared guilty:

q = arg max
i=1,2,...,N

1
M

〈h(Z − S),W(i)〉, (2)

where h(Y) = Y − mean(Y).

3. PERFORMANCE EVALUATION OF
GAUSSIAN BASED FINGERPRINTING

In this section, we examine the performance of using Gaus-

sian based independent signals as fingerprints for compressed

host signals. In the embedding stage, sequences W
(i)
j are gen-

erated as i.i.d. samples from a zero-mean Gaussian distribu-

tion with variance σ2
W and embedded into the host data after

quantization with step size Δ. The fingerprinted signal should

satisfy the distortion constraint in Eqn. (1). The correlation

based detector in Eqn. (2) is used to identify the guilty user.

For our experiments, we focus on one frequency chan-

nel in the DCT domain and the results can be extended to

the multi-channel case. Since the host signal, fingerprint sig-

nal and colluded signal are all quantized with the same Δ,

the results obtained are independent of the host distribution.

We consider a system with N = 1024 users and choose the

fingerprint length M = 104 as the approximate number of

embeddable coefficients in a 256 × 256 natural image. The

maximum allowed squared distortion, D(Δ), is set to 15. If

every DCT coefficient were to be used for embedding with the

same D(Δ) = 15, the PSNR would be approximately 36dB.

σW is chosen such that the constraint in Eqn. (1) is satisfied.

We test the performance of the system for Δ = 6, 4, and

1 which correspond to quantization step sizes for the AC11

band in the JPEG table for quality factors 75, 85, and 95, re-

spectively. A quality factor of 75 generally provides a good

tradeoff between signal quality and bit rate.

Fig. 2 shows the probability of catching one colluder, Pd,

versus the number of colluders for three different types of

collusion attacks, namely, averaging, median, and minimum.

In each case, the additive noise power is set to be compara-

ble to the fingerprint power, i.e., Watermark- to-Noise Ratio

(WNR) = 0dB. We observe from the figure that the probabil-

ity of catching one colluder reduces as Δ increases for all the

attacks considered. For the case of uncompressed host signal,
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Fig. 2. Probability of catching one colluder using Gaussian based

watermarks at WNR = 0dB, 1024 users, M = 104, D(Δ) = 15

under averaging, median and minimum attacks.

Pd ≈ 1 for all three attacks with more than 30 colluders. For

Δ = 1, the results are similar to those obtained for uncom-

pressed host signals, and the system can resist more than 30
colluders. However, as Δ increases, the performance drops.

We observe that for Δ = 6, corresponding to a JPEG quality

factor of 75, averaging attack is the most effective and the fin-

gerprinting system can resist only 7 colluders with Pd ≈ 1.

Also, we notice that the Pd does not degrade gracefully with

the number of colluders, and there is an abrupt drop around

10 colluders. A similar trend is observed for Δ = 4, and the

system can only resist up to 15 colluders.

To gain insight into the reduced collusion resistance un-

der compressed host signals, we examine in Fig. 3 the dis-

tribution of the colluded fingerprint (without additive noise)

for 25 users’ collusion obtained from analytic and simulation

studies. The analytic p.m.f.’s (shown in solid dots) and the

simulation histograms (shown in gray bars) agree with each

other very well. Under averaging collusion for Δ = 6, we

see from Fig. 3(a) that most of the colluded fingerprint com-

ponents are 0, leading to a failure in identifying colluders.

However, when Δ = 1, approximately half of the colluded

fingerprint components remain non-zero under averaging col-

lusion which enables us to catch at least one of the colluders

with high probability. A similar trend is observed under the

minimum attack for Δ = 6 and Δ = 1 as shown in Fig. 3(c)

and (d), respectively. Comparing the histograms for averag-

ing and minimum attacks under Δ = 6 indicates that, while

averaging collusion removes almost all fingerprint traces, the

minimum attack is less-effective and still retains some finger-

print components, justifying the results in Fig. 2.

From the above results, we see that extending fingerprint-

ing for uncompressed signals to the case of compressed host

signals is not trivial. While Gaussian based fingerprints have

been shown to have good collusion resistance for uncompressed

host signals, they do not provide good collusion resistance

for compressed data even at moderate compression. In the
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Fig. 3. Distribution of colluded fingerprint after averaging and min-

imum attacks by 25 colluders from analytic and simulation studies.
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Fig. 4. Distribution of the host signal before quantization, after

quantization and after adding dither.

next section, we propose an anti-collusion dithering technique

to enhance the performance of the fingerprinting system for

compressed host signals.

4. ANTI-COLLUSION DITHER

The main reason that the traditional Gaussian based finger-

printing fails on compressed host signals is because of the

discrete nature of the signals before and after fingerprint em-

bedding. When the quantization step size becomes larger (e.g.
Δ = 6 as discussed in the previous section), we notice that

the Gaussian distributed fingerprints are mostly quantized to

0, especially after multi-user collusion as shown in Fig. 3(a).

This does not happen for uncompressed host signals, because

the relatively continuous nature of the host signal helps retain

the fingerprint information even after the fingerprinted signal

goes through compression. Inspired by this observation, we

propose to add a random dither sequence to the compressed
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Fig. 5. Distribution of the embedded fingerprint for a single user

(a) without ACD and (b) with ACD for Δ = 6.
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host signal before embedding fingerprints in order to mimic

the uncompressed host signal case.

As an example, we model the p.d.f. of the host as a Lapla-

cian distribution that has been shown to be a good model for

DCT coefficients [7]. However, the results obtained are in-

dependent of the host signal distribution. Fig. 4 shows the

p.d.f. of the host signal before quantization, f
S

(0)
j

, and after

quantization, fSj . If the quantization step size Δ is very small

compared to the variance of the host signal, the p.d.f. of the

host signal can be approximated as a staircase function with

constant probability density within a bin as shown in Fig. 4.

The staircase function can be obtained by convolving the

p.d.f. of the quantized host, Sj , with the p.d.f. of a uniformly

distributed random variable. Let d = [d1, d2, . . . , dM ] denote

i.i.d. random variables uniformly distributed over [−Δ
2 , Δ

2 ),
and let S′

j = Sj + dj . Then, the p.d.f. fS′
j
(x) = fSj

(x) ⊗
fdj

(x) is a staircase function, where fdj
is the p.d.f. of dj and

⊗ denotes convolution. We shall refer to the signal d as Anti-
Collusion Dither (ACD). As will be shown subsequently, this

dither signal that is added to the quantized host signal helps

improve the collusion resistance of the system.

More specifically, we construct the fingerprinted signal,

X′(i), by adding the ACD dither and the Gaussian fingerprint

to the quantized host signal, followed by requantization:

X ′(i)
j = round

(
Sj + dj + W

(i)
j

Δ

)
× Δ. (3)

Thus, the effective changes, Wd
(i), made on the signal sent

to the ith user is given by Wd
(i)
j = round

(
dj+W

(i)
j

Δ

)
× Δ,

with its energy constrained by E[‖Wd
(i)‖2] ≤ M · D(Δ).

Upon obtaining the attacked signal Z, the detector extracts

the fingerprint and declares user q to be guilty if

q = arg max
i=1,2,...,N

1
M

〈h(Z − S − d),W(i)〉. (4)

We test the fingerprinting system with the proposed ACD

using the same settings as before. Fig. 5 shows the histograms

of the embedded fingerprint for a single user with and with-

out ACD. We observe that the embedded fingerprint is now

more continuous in nature and thus improves the collusion

resistance. Fig. 6 compares the probability of catching one

colluder Pd, with and without ACD for Δ = 6 at a WNR of

0dB. We observe that the performance of the system has im-

proved significantly. The collusion resistance is now quadru-

pled and the system with ACD can resist over 30 attackers’

collusion compared to only 7 if without ACD.

5. CONCLUSIONS

In this paper, we examine the problem of fingerprinting com-

pressed host signals. We first extend the traditional Gaussian

based fingerprinting scheme for uncompressed host signals to

the compressed case and show that the collusion resistance

of such a system is similar to that for the uncompressed host

signal when the quantization step size is very small. How-

ever, for even moderate quantization, the collusion resistance

of the systems drops dramatically, posing a serious challenge

for collusion-resistant fingerprinting of compressed host data.

We introduce a novel technique using Anti-Collusion Dither

(ACD) to improve the fingerprinting system performance. We

show through simulation that with the proposed ACD, the

number of colluders that a fingerprinting system can resist

increases by four times and approaches the performance for

uncompressed host signal.
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