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ABSTRACT

This paper addresses the face data variations problem in bio-
metric cryptosystems in which the cryptographic technique is
applied to biometric system. To overcome the limitation, this
paper introduce a new class-distribution preserving transform
to biometric cryptosystems. The basic idea is to transform a
real value face feature vector to a binary feature vector us-
ing a random points set. The proposed transform is integrated
into a BCH coding technique. Fisherface algorithm is used
for feature extraction and ORL face database is selected for
experiments. It is shown that only around 0.8% accuracy is
degraded in comparing with the original Fisherface algorithm
while the system security can be enhanced by 126 bits.

Keywords: Biometric data security, biometric cryptosys-
tems

1. INTRODUCTION

While biometric recognition systems have been in use for
almost forty years, research on biometric data security [1,
7] is relatively new. A comprehensive analysis of different
types of attacks in a biometric system has been reported. Re-
cent studies show that simple attacks on a biometric system,
such as hill climbing, are able to recover the biometric tem-
plates (biometric template refers to the extracted biometric
features stored in the database or smartcard). In turn, crypto-
graphic techniques are employed to protect the template and
biometric cryptosystems [12, 13] have been proposed. Figure
1 shows the block diagram of a typical biometric cryptosys-
tem, which consists of enrollment and authentication stages
and includes sensor (acquisition), feature extraction, encryp-
tion and matching. The data ow is indicated by dotted lines.

In order to protect the biometric data, most (if not all) bio-
metric cryptosystems perform matching process in encrypted
space. Since most of the cryptographic techniques assume
that the query data is exactly the same as the one at enrollment
stage, the algorithms were designed that a small change of
query data will result in a large change in encrypted domain.
However, it is well-known that biometric data do have a cer-
tain degree of variations and the query biometric data will be

different from the one obtained during the enrollment stage.
Therefore, matching of biometric templates in encrypted do-
main is not reliable. To solve this problem, error correcting
coding approach has been used in order to compensate the
small variations of biometric data. Algorithms have been de-
veloped to protect ngerprint and iris biometrics [4, 3, 5, 6].
As far as we know, there are not much research articles re-
ported on protecting face biometric. This may be due to the
fact that face biometric data has a relative large within-class
variations. One related article is to protect face photo on ID
cards [8]. The second method computes cryptographic key
from face images [10]. Recently, we have also developed a
new scheme using Reed-Solomon codes [2].

The fuzzy vault scheme and reed-solomon codes in er-
ror correcting approach are good to handle small biometric
data variations. The performance of the biometric cryptosys-
tems will be degraded dramatically if the variations increase.
In order to solve this problem, this paper proposes to trans-
form the face feature vector representation. The objective of
this process is to maintain the feature vector discriminabil-
ity after transformation while the new representation can be
input to existing error correcting coding methods. Based on
this idea, this paper proposes a Class-Distribution Preserving
(CDP) Transform which changes face feature vectors from
real value coef cients to tri-state (0, 1 and φ) representation.
BCH codes in error correction coding approach is then used
to encrypt the tri-state data. The solid line in Figure 1 shows
data ow with the added transformation process. This paper
mainly focuses on the proposed CDP transform.

The rest of this paper is organized as follows. Section 2
gives the description of our proposed scheme. Experimental
results and the Security analysis will be given in Section 3 and
Section 4. Finally conclusion is given in Section 5.

2. CLASS-DISTRIBUTION PRESERVING
TRANSFORMATION

2.1. Basic idea

The objective of the transformation is to change the repre-
sentation of a real value feature vector to a binary feature
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Fig. 1. Bolck diagram of an error-correcting coding (ECC)
based biometric cryptosystem with CDP transform.

vector, which can be protected (encoded) using BCH coding
method. Moreover, the class distribution after transformation
should remain unchanged as as to maintain the face feature
vector discriminability. The basic idea of our proposed class-
distribution preserving transformation is shown in Figure 2
using a two class problem.

SupposeO1 andO2 are the center of two class A1 andA2

and we have a random point set S = {B1, B2, B3...Bp}. For
any point Q belongs to A1 and A2, the distance between Q
and Bi, d(Q,Bi), i = 1, 2, ...p, is calculated and thresholded
as follows.

mi =

{
0 if d(Q,Bi) ≤ t
1 if d(Q,Bi) > t

After this transformation, all points belonging to the same
class will also cluster together, with minor distortion. More-
over, each point will be in binary representation. In the sim-
plest two-class problem with only two-dimensional feature
vector, if the bit is 0, the point belongs to class A1, otherwise
belongs to class A2. It is obvious that the performance of this
classi cation depends on the position of Bi and the threshold
t. If Bi lies near extension line O2O1 and t = BiC (C is the
center of line Q1Q2), the performance will be optimal. For
the natural condition there are many classes. If there are more
points, it is more possible that any pair of classes will nd a
point in good position, thus well classi ed.

2.2. Variation considering

The transformation process basically solve the biometric data
variation problem. However, there is a situation that the pro-
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Fig. 2. The simple two classes situation for the class-
distribution preserving transformation.

posed transformation may not work well. Considering two
feature vectors v1 and v2 belonging to the same class. Sup-
pose the distance between these two vectors and a random
pointB in set S, d(v1, B) is larger than threshold t but d(v2, B)
is smaller than t, v1 and v2 will be treated from different
classes. To overcome this drawback, a variation range r is
de ned and the thresholding criteria are modi ed as follows.

mi =

⎧⎨
⎩
0 if d(v,Bi) < t− r/2
1 if d(v,Bi) > t+ r/2
φ if t− r/2 ≤ d(v,Bi) ≤ t+ r/2

The transformed vector will then be a tri-state feature vec-
tor. In matching of two tri-state vectors, if φ is found at the
ith entry of either one feature vector, the ith entry is ignored
and not counted in the hamming distance measurement.

2.3. Threshold Selection

One of the key factors in the proposed transformation is to
determine the thresholds ti. Basically, we can use the same
t for all random points in set B or compute the average dis-
tance from the random point set to the feature vectors as the
the threshold. However, these two methods are not directly
linked with the system performance. They are determined
subjectively without theoretical justi cation. In turn, we pro-
pose another method as follows.

Assume there are m classes and their corresponding clus-
ter centers areO1, O2, O3 . . . Om. The proposed scheme gen-
erate mp random pointsB1, B2,
B3 . . . Bmp as the distinguish points. The corresponding mp
thresholds are determined by

ti = |OqBi|, (q = int((i− 1)/m) + 1.)
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Thus, for cluster center Oq , its distances to p points
|OqB(q−1)p+1|, |OqB(q−1)p+2|, |OqB(q−1)p+3|. . . |OqBqp|
are set as the corresponding thresholds. The situation for p =
m = 4 is shown in gure 3: After this setting, consider a

B16

B15

B14

B13

B12

B11B10

B9B8

B7

B6

B5

B4

B3
B2

O4O3O2O1

B1

Fig. 3. Thresholds specifying with average feature vectors.

feature vector (point)P in class 1. P belongs to class 1 means
that P is close to O1, thus,

|PBi −O1Bi| < ε, i = 1, 2, p.

in which ε is a small scalar. If r/2 > ε, then |PBi− ti| =
|PBi − O1Bi| < r/2, i = 1, 2, . . . p, thus, the rst p bits
of the transformed vector should be φ. Then all the feature
vectors in class 1 will be transformed to binary strings with
rst p bits φ, thus, the same. As the same way, the p + 1

to 2p bits of the binary strings transformed from class 2 will
be the same as φ, the 2p + 1 to 3p bits of the binary strings
transformed from class 3 will be the sameand so on. In other
words, this thresholds setting method can make sure p bits in
the transformed binary vectors from the same class to be the
same and thus, decreases the FRR.

3. EXPERIMENTAL RESULTS

In our experiments, sherface [9] algorithm is employed for
feature extraction and the ORL database is used with 40 indi-
viduals and 10 images per person is used for evaluation.In the
experiment, length of the feature vector is 39, the parameter
p is equal to 10.

Figure 4 shows the ROC curve with original Fisherface
algorithm and algorithm with our CDP transform, with para-
meter r = 100, 120, 140, 160 and 180. The dashed diagonal
shows the position where ERRs should lie on. From the gure
we see that the ERR of original algorithm and algorithm with
CDP transform are 5.7% and 6.5% respectively. The curve
using the original Fisherface algorithm is very close to the
curves with CDP transforms. This implies that performance
with and without CDP transform are very similar. It shows
that the CDP transform do affect the performance of the orig-
inal system much.
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Fig. 4. Results without/with transformation. Lines
”T1” to ”T5” separately represents transform with r =
100, 120, 140, 160, 180 and line ”original” represents original
algorithm. The diagonal means the position where cross-over
error rates should lie on.

4. SECURITY ANALYSIS

4.1. System design

After transformation, the tri-state feature vectors should be
protected. The BCH code is chosen to do the encoding/decoding
process from the fuzzy scheme. [3] In enrollment, assume the
extracted binary string (ignore the φ) is s. A BCH codeword c
is randomly generated. Store the hashingHash(c) and s− c
in database. In authentication, a new binary string s′ is ex-
tracted from the query biometric data. Compute s′ − (s − c)
and do BCH decoding [11] to this s′ − (s − c) and we get
c′. If Hm(s′, s) ≤ th (Hm denotes Hamming distance, th
denotes threshold), then Hm(s′ − (s − c), c) ≤ th. And the
decoding can correct s′ − (s − c) to c. That is c′ equals c.
Comparing Hash(c′) and Hash(c), the decision is obtained
as shown in gure 1.

4.2. Security level analysis

It is obvious that the security of our scheme depends on how
many bits used in the transformed bit strings (except the bits
of value φ). If an attacker wants to access our system and he
claims that he belongs to a certain class (suppose class 1), he
should try to present a biometric data v belonging to the class
and v will be transformed into a binary string b with some bits
φ. If the binary string b has a Hamming distance no more than
threshold t to the stored string s that represents class 1, b will
be treated as class 1. Assume the length of the binary string
is n, there are q bits with value ”0” or ”1” in the string b and
pp bits of φ, the possibility that Hm(b, s) ≤ t is

Pr(Hm(b, s) ≤ t) = (
∑t

x=0 C
x
q )/2

q.

The reciprocal is the security level of our system. From the
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equation, we know that the security level depends on q and t.
Because different transformed binary strings may have differ-
ent number of φ, thus different q because q equals to n− pp,
we should analysis what’s the distribution of pp’s value after
transformation. It depends on parameter r. With different r,
the mean, maximum and minimum values of pp according to
the binary strings are computed. Also, we can choose suitable
threshold t from experiment result to different r to get an er-
ror rate near the crossover error rate. Thus, with every r we
get a t and pp, result in a security level, which is shown in
gure 5.
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Fig. 5. security level tested with ORL database and LDA
algorithm. Line ”max”, ”mean”, ”min” separately means
the security levels computed from maximum, minimum and
mean value of pp.

From the experiment results we know that the security
level of our scheme highly depends on the string length, that
is, how many random points are used. This is depending on
the feature vector length. Algorithm applied in ORL database
with LDA algorithm can get a security level of about 78∼126
bits.

5. CONCLUSION

A class-distribution preserving (SDP) transform has been de-
siged and reported in this paper. The proposed CDP transform
also applied to a human face biometric cryptosystem using
BCH code and evaluated. A system level security analysis is
also reported. A popular ORL face dataset is selected to eval-
uate the performance of the proposed transform in the cryp-
tosystem. It is found that, by introducing the CDP transform
into the system, only 0.8% accuracy is degraded while the
system security can be increased upto 126 bits. This result is
very encouraging. Moreover, the computational time is less
than 0.2 second in a typical personal computer.
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