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ABSTRACT

We study the problem of reducing power during data-retention
in a standby static random access memory (SRAM). For suc-
cessful data-retention, the supply voltage of an SRAM cell
should be greater than a critical data retention voltage (DRV ).
Due to circuit parameter variations, the DRV for different
cells on the same chip exhibits variation with a distribution
having diminishing tail. For reliable data retention, the exist-
ing low-power design uses a worst-case technique in which a
standby supply voltage that is larger than the highest DRV
among all cells in an SRAM is used. Instead, our approach
uses aggressive voltage reduction and counters the ensuing
unreliability through a fault-tolerant memory architecture. The
main results of this work are as follows: (i) We establish
fundamental bounds on the power reduction in terms of the
DRV -distribution using techniques from information theory.
For the DRV -distribution of test-chip in [1], we show that
49% power reduction with respect to (w.r.t.) the worst-case
is a fundamental lower bound while 40% power reduction
w.r.t. the worst-case is achievable with a practical combina-
torial scheme. (ii) We study the power reduction as a function
of the block-length for low-latency codes since most appli-
cations using SRAM are latency constrained. We propose a
reliable memory architecture based on the Hamming code for
the next test-chip implementation with a predicted power re-
duction of 33% while accounting for coding overheads.

Index Terms— Memory Architecture, SRAM Chips, Error
correction coding, Information Theory, Circuit Optimization.

1. INTRODUCTION

For about four-decades, digital integrated circuits have ben-
e ted from an exponential increase of transistor density on
the die, known as the Moore’s law [2]. Design complexity
management, increasing mask cost, process-variations, soft-
errors, leakage-power reduction, and power-density manage-
ment are the most important challenges faced by the circuit
designer today. In this paper, we will focus on leakage-power
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reduction and parametric process-variation aspects of static
random access memories (SRAMs). Leakage power reduc-
tion is important for low-power applications, like sensor net-
works, to enable each device to operate within the scavenging
power limit [3].

In many chips which consist of SRAM, e.g., sensor net-
work nodes, there are two modes of operation: (i) the active-
mode in which the SRAM is active for reading and writing,
and (ii) the standby-mode in which the SRAM retains the
data. Standby SRAM power is the dominant power consump-
tion factor in applications which are primarily in the standby
mode. The standby-mode power primarily consists of leakage-
power which increases with each silicon-technology genera-
tion [4]. An effective method to reduce leakage-power is to
reduce the supply voltage to the minimum operational point.
For this approach, it has been shown that any SRAM cell has
a critical voltage (called the data retention voltage or DRV )
at which a stored bit (0 or 1) is retained reliably [5].

Leakage-power increase is aggravated by circuit parame-
ter variations (process variations) [4]. In Fig. 1, we illustrate
the test-chip DRV -variation in the 90nm CMOS process. For
reliable data retention, the existing low-power design suggests
the use of a standby supply voltage of 200mV which is larger
than 190mV , the highest test-chip DRV of Fig. 1.
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Test-chip data from 3840 SRAM cells
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Fig. 1. EmpiricalDRV -distribution: The intra-chip DRV varies
from 70 to 190mV for the 90nm CMOS technology. The dotted
curve is a smooth t to the empirical DRV -distribution [1].

In contrast to the worst-case design, we propose aggres-
sive reduction of the standby supply voltage with error-control
coding, thereby ensuring reliable data-storage. Using this
method, we show the following main results in this paper:
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1. We establish fundamental bounds on the power reduc-
tion in terms of the DRV -distribution using techniques
from information theory. For the test-chip DRV dis-
tribution in Fig. 1, we show that 49% power reduc-
tion w.r.t. the worst-case is a fundamental lower bound
while 40% power reduction w.r.t. the worst-case is achiev-
able with a bounded-distance decoding scheme.

2. We study the power reduction as a function of the block-
length for low-latency codes since most applications
using SRAM are latency constrained. We propose a
reliable memory architecture based on the Hamming
code for the next test-chip implementation with a pre-
dicted power reduction of 33% while accounting for
coding and latency overheads.

The rst result states fundamental bounds on the power
reduction for a given DRV -distribution. The second result
shows that, while accounting for coding overheads, a signif-
icant portion of the optimum power reduction (33% out of
40%) is achieved by a low-latency Hamming code.
Prior work: The use of error-control codes has been pro-
posed in various SRAM-implementations in the literature (e.g.,
see [6, 7]). The storage capacity for a memory with stuck-at
faults or random errors has been analyzed by Heegard and El
Gamal [6]. Our work differs in two important aspects from
the existing results: (i) We study power versus redundancy
trade-off in SRAMs, unlike previous works which studied re-
liability versus redundancy trade-offs, and (ii) We account for
coding and latency overheads in our analysis and results.
Modeling assumptions: We will model the parametric varia-
tion of the DRV by the observed (discrete) probability distri-
bution μ(x), x ∈ {

70, 80, . . . , 190
}

(see Fig. 1). The cumu-
lative distribution function is F (x) =

∑
z≤x μ(z). Since the

available DRV data is quantized at a resolution of 10mV , we
will sweep the supply voltage in multiples of 10mV . A cell
will retain the stored data successfully if the supply voltage
is strictly greater than the cell’s DRV voltage. We model the
DRV as a xed voltage after realization. 1

Notation: In the rest of the paper, the standby power will be
called as power for brevity. The distribution in Fig. 1 will be
referred as F (x). The supply voltage will be represented by
vS . The symbol P will be used for the probability of a set with
respect to the distribution F (x). Vectors like

(
x1, x2, . . . , xn

)
will be represented as xn

1 . Finally, h(t) = −t log2 t − (1 −
t) log2(1 − t) stands for the binary entropy function [9].
Organization: We present the proposed standby SRAM ar-
chitecture in Sec. 2. We discuss fundamental bounds on power
reduction in Sec. 3. We also discuss the power reduction for
a few known family of codes in the same section. Finally, we
conclude in Sec. 4.

1Recent work suggests that the critical voltage at which an SRAM cell
works in read, write, and store modes may vary temporally [8]. How-
ever,DRV in 90nm CMOS process does not depends signi cantly on gate-
leakage, which is the cause behind temporal variation.

2. PROPOSED STANDBY SRAM ARCHITECTURE

We will present the SRAM cell retention model followed by
our proposed standby SRAM architecture. The description of
the retention model is important for understanding the archi-
tecture.
SRAM cell retention model: For each SRAM cell, there is
a data-retention-voltage (DRV ), above which the data bit 0
or 1 is stored reliably [5]. However, if the supply voltage is
lowered below the DRV , then the stored bit degenerates to a
preferred digital state S ∈ {0, 1} [5].

CELL
SRAMvS , U

DRV, S

Y

Fig. 2. Standby SRAM cell: The SRAM cell has two statistically
independent parameters: (i) a time-invariant positive continuous-
valued threshold-voltage DRV , and (ii) a binary bias-state S ∈
{0, 1}. The inputs are the supply voltage vS and a bit U ∈ {0, 1} to
be stored. The output is Y = U if vS > DRV and S otherwise.

We capture these features of an SRAM cell in the follow-
ing mathematical model (see Fig. 2). The cell has two sta-
tistically independent parameters: (i) a time-invariant, posi-
tive and continuous-valued threshold-voltage DRV , and (ii)
an equally likely binary bias-state S ∈ {0, 1}. The inputs to
the cell are the supply voltage vS and a bit U ∈ {0, 1} to be
stored. The retention model for the SRAM cell is as follows:

Y = U if DRV < vS ,

= S if DRV ≥ vS , (1)

where Y ∈ {0, 1} is the output bit. If vS ≤ DRV , then there
is DRV failure. This digital abstraction is suf cient for this
paper. The proposed standby SRAM architecture is discussed
next.
Proposed standby SRAMarchitecture: Let the standby sup-
ply voltage be vS ∈ {0, 10, . . . , 200} in mV at 10mV resolu-
tion. The worst-case solution is to use vS = 200mV in which
every cell retains the data reliably.

In contrast, we propose an error-protected SRAM as fol-
lows. Let Bk

1 =
(
B1, B2, . . . , Bk

)
be the data vector to

be stored. Using a suitable error-control code, Bk
1 is en-

coded into Un
1 and stored in n memory cells (n ≥ k). Cells

have i.i.d. pairs of independent DRV, S realization. 2 The ith
stored bit is stuck-at Si if DRVi ≥ vS , otherwise Ui is suc-
cessfully retained. At the end of standby, Y n

1 is decoded to
B̂k

1 . Let 0 ≤ i ≤ 2k − 1 be the binary representation of Bk
1 .

The voltage vS is chosen such that the outage probability,

P(outage) = P
(∃i, such that B̂k

1 �= i|Bk
1 = i

)
, (2)

2The assumption that DRV across cells are independent is a worst-case
assumption as discussed at the end of Sec. 3.
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Fig. 3. Standby-SRAM architecture: Let Bk
1 be the data vector

to be stored. Then Bk
1 is encoded into Un

1 and stored in n memory
cells. The ith stored bit is stuck-at Si if DRVi ≥ vS , otherwise Ui

is read-out. The decoder reads Y n
1 and outputs B̂k

1 . The voltage vS
is selected such that P(outage) negligible (see (2)).

is negligible. This condition ensures that an n-bit row of
memory works with high probability for all input-words i.
The outage failures will be corrected by row-redundancy [10].

Since vS is a free variable, power per useful-bit (or other
performance metrics) can be optimized over its range. For an
outage of ε, we de ne the power per bit as,

Pε

(
vS

)
:=

1
k
· (Total standby power

)
. (3)

If ε can be made arbitrarily small by choosing n −→ ∞,
then the power per bit function will be called as P(

vS

)
. The

dependence of power per bit on vS will be established next.

3. POWER PER BIT BOUNDS

In this section, we will derive DRV -distribution dependent
fundamental bounds on the power per bit P(

vS

)
. We rst

discuss the standby power dependence on the supply voltage.

3.1. Power dependence on the supply voltage

Let Ts be the standby duration. Let EC be the average encoder-
decoder computational energy (over codewords Bk

1 ) of the
error-control code C. The total-power (including coding) is,

PT = PL +
EC
Ts

, (4)

where PL is the total leakage-power. The leakage-current in
the 60 − 200mV range is approximately linear in the supply
voltage, i.e., IL = GvS , where G is a constant. This is con-

rmed by our test-chip leakage-current measurements. Thus,

the power per bit of the SRAM cell is,

Pε

(
vS

)
=

n

k
· Gv2

S +
EC
kTs

, (5)

where the code C has an outage ε 3.

3.2. Fundamental bounds on the power reduction

For deriving bounds, we note the following important points:
(i) For Ts −→ ∞, the encoder decoder energy gets normal-
ized to zero. Under this condition, the standby power is min-
imum and will be explored rst, (ii) We will account for the
coding and latency overheads after establishing fundamental
benchmark asymptotic bounds (see Sec. 3.3 and Sec. 3.4), and
(iii) The outage ε > 0 can be made arbitrarily small in an
asymptotic setting, i.e., when n −→ ∞. The DRV -failure
probability is given by,

p
(
vS

)
=

∑
z≥vS

μ(z). (6)

Then, we have the following theorem:
Theorem 3.1 Let vS be the standby supply voltage and p

(
vS

)
be as in (6). For each voltage vS : p

(
vS

)
< 0.25, the mini-

mum power per bit satis es,

Gv2
S

1 − h
(
p
(
vS

)
/2

) ≤ P(
vS

) ≤ Gv2
S

1 − h
(
2p

(
vS

)) , (7)

whereG is a constant. The optimum reduction inminvS P(
vS

)
w.r.t. the worst-case lies between 40% and 49%. �
The bounds on P(

vS

)
are derived using ideas from Informa-

tion theory [9, Ch. 8] and error-control code theory [11], re-
spectively. We omit the details for brevity.

Fig. 4 illustrates the power per bit bounds as a function
of p

(
vS

)
. The minimum value of the upper bound and the

lower bound are 40% and 49% less than the worst-case, at
vS = 130mV and vS = 150mV , respectively.

3.3. Power reduction with low-latency codes
Practical SRAM design requires low latency of a few clock
cycles. We explore power per bit reduction as a function of
n for Hamming and Reed Muller codes. We will study the
power reduction at an outage of ε = 0.01. Rows in outage will
be corrected by row-redundancy [10]. The outage condition
simpli es to

ε = P
[
DRV(n−u) ≥ vS

]
, (8)

where the code can correct up to u errors and DRV(t) is the
tth largest random DRV . The power per bit function is

P0.01

(
vS

)
= G · n

k
· (vS

)2
. (9)

3The constant G is random but xed for a given chip. In a given chip,
the randomly realized value of G does not affects the percentage-reduction
in Pε

(
vS

)
(for large Ts) and hence its variation is ignored.
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Fig. 4. Bounds on P(
vS

)
: The minimum values of upper and

lower bounds are 40% and 49% lower than the worst-case.

The trade-off curves are shown in Fig. 5. For Hamming codes,
the minimum P0.01

(
vS

)
is 33% less than the worst-case and

is achieved at n = 31. The corresponding numbers for Reed
Muller code are 33% and 256, respectively. A signi cant frac-

Fig. 5. P(
vS

)
for nite n: For an outage ε = 0.01, the optimum

power reduction for Hamming and Reed Muller codes are plotted.

tion, 33% out of the optimum 40% (see Thm. 3.1), power
per bit reduction is achieved with a single clock-cycle la-
tency Hamming code. The gap can be reduced with higher-
complexity coding. The returns are marginal, e.g., 2% extra
power per bit can be saved by a Reed Muller code with 8-
times larger block length.

3.4. Accounting for coding and latency overheads
We selected the Hamming code with a block length n = 31
for implementation. We synthesized the encoder-decoder us-
ing CAD tools (90nm CMOS technology). The estimated
average encoding and decoding energy for 26-bit word were
0.93pJ and 2.32pJ , respectively. The measured leakage-current
at 200mV for 256 cells was 55.76nA. Based on this data, we
estimated that Ts ≥ 100ms is suf cient to achieve power per
bit reduction of 33%. The latency of the Hamming code is
1-clock cycle (2ns).
Independence of DRV : Correlations in the DRV can be
exploited with better coding strategies. However, from the
test-chip measurements, we observed a small spatial correla-
tion factor (< 0.1) in the DRV data. Since the measured
correlation is small, the resulting gains will not be signi cant.
Therefore, we work with the pessimistic i.i.d. assumption.

4. CONCLUSIONS

We studied the problem of reducing power during data-retention
in a standby SRAM. For successful data-retention, the sup-
ply voltage of an SRAM cell should be greater than a crit-
ical threshold voltage called DRV . For reliable data reten-
tion, the existing low-power design technique uses a standby
supply voltage that is higher than the worst-case DRV volt-
age. Instead, we have advocated aggressive voltage reduction
with a fault-tolerant memory architecture to optimize standby
power. We established fundamental bound on the reduction
of standby power. We also studied the dependence of power-
reduction on block-length for low-latency codes and showed
that most of power-reduction can be achieved by a Hamming
code with a block-length 31. We proposed a practical reliable
memory architecture based on the Hamming code for the next
test-chip implementation with a predicted power reduction of
33% while accounting for the coding and latency overheads.
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