1-4244-0728-1/07/$20.00 ©2007 IEEE

Fast Visual Tracking Using Motion Saliency in Video
Shan Li, M.C. Lee

The Department of Computer Science and Engineering, the Chinese University of HK
Email: {sli, mclee}@cse.cuhk.edu.hk

ABSTRACT

We present a novel tracking method for surveillance videos
where the object and camera motion could be irregular. The
tracker is mainly based on the mechanism of motion saliency
detection, where regions of interest are detected according to
the motion saliency of the moving objects. Without
estimating global and local motion explicitly, we generate
motion saliency by using the rank deficiency of gray scale
gradient tensors within the local region neighborhoods of the
image. In addition, multiple spatial features of targets are
integrated in the system to assist the region-based tracking
task. Experiment results on many videos suggest that the
proposed method tracks moving targets efficiently even in
videos with unstable cameras.

Index Terms— Video tracking, motion saliency

1. INTRODUCTION

Object tracking is important because it enables several
applications such as video surveillance, robotics and
image/video analysis. Tracking objects in videos with
moving cameras is an important research topic. For example,
cameras placed in moving vehicles, lifts and tree braches, or
cameras in pan/tilt/zoom operations will all cause global
motion in videos. An object tracking system should be able
to track the target despite the interference of the background
motion. Accurate object tracking under the constraint of low
computational complexity, however, presents a challenge for
videos with objects/cameras moving irregularly.

Many approaches have been proposed to address
surveillance tracking problems. Some [3] [2][5] made use of
foreground/ background appearance or motion modeling and
track objects accordingly. Their tracking models assume that
either the camera is static or the object/camera motion is
“regular” enough to be predicted. Other approaches [1][4]
[8]use motion estimation methods such as parametric motion
estimation or block-based matching to estimate camera and
object motions respectively. Objects are detected as regions
with motion discontinuities. A common problem of the
approaches is that the calculation of motions is highly
computation intensive, which makes the real time analysis on
videos impossible. Dense unconstrained and non-rigid
motion estimation is also highly noisy and unreliable,
especially when the dynamic events contain unstructured
objects such as running water and flickering fire, etc.
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In this paper, we solve the above mentioned problems by
proposing a novel method in motion saliency estimation. A
tracking system for surveillance videos is presented with two
main components. 1) A motion saliency detection model:
We observe that in surveillance videos, the tracking targets
are usually those with salient motions to the background. A
3D gray scale gradient tensor is used to explore the motion
consistency of the local image structure. The estimation of
motion saliency is replaced as the rank deficiency measure
of the gradient tensor. 2) A region-based tracking model:
The features of each target are updated at each frame to
generate adaptive templates. The detected regions of interest
in the motion saliency maps are labeled as targets if the
matching error is small.

The rest of the paper is organized as follows. Section 2
presents the model of motion saliency estimation. The
region-based tracking model is introduced in Section 3.
Experiment results and discussions are given in Section 4.
Finally, Section 5 concludes the paper.

2. MOTION SEGMENTATION USING MOTION
SALIENCY ESTIMATION

The motion saliency model detects the moving objects
whose motion is salient to its background. For example, a
moving car in a surveillance video has big motion relative to
the background; On the other hand, a walking person in a
tracking camera will as well be the target due to its small
motion relative to the big motions of the background. Fig. 1
showed the key frames of two shots where foreground
objects with salient motions are the targets.

Although we don’t compute motion vectors specifically,
we explore the 3D structural tensor used in the work [9].
Assuming that optical flow f= (u,v,w) is constant within a
small neighborhood, the optical flow of the neighborhood
can be estimated by solving the following 3D structural
tensor:
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(b) a video with a moving camera
Fig. 1. Objects with salient motions in surveillance videos. (a) In a
surveillance video shot, a moving car under a static camera is the
target of tracking task. (b) In a tracking video, due to the panning
behavior of the camera, the walking person has small motions
relative to the fast motions of the background. The walking person,
with its salient motions, is the tracking target.

where the weighting function w(c) selects the size of the
neighborhood 2 centered at the pixel c(the selection
of Q will be introduced at the end of the section). In
implementations, the weighting is realized by a Gaussian
smoothing kernel. Vg = (g. g, g) is the space-time

gradients of the intensity at respective pixel within the small
neighborhood.

In the above 3D structural tensor, gradients are summed
over all pixels within the neighborhood Q . Eq. (1) is in
nature a set of linear equations. Therefore, if the optical
flows (u, v, w) are constant within the neighborhood, there
will be a non-zero solution of Eq. (1). Consequently, the 3x3
coefficient matrix M (i.e., the 3D structural tensor) should be
rank deficient : rank (M) < 2.

The rank of the coefficient matrix M can be used to
analyze the brightness distribution and motion types within
the neighborhood © . In the case rank(M)=3, there are
multiple motions within the neighborhood; For rank(M)=2, a
distributed spatial brightness structure moves at a constant
motion; In the degenerate image structure (i.e., rank(M)=0,1),
the motion of the image structure can not be concluded by
using Eq. (1). However, exploring the fact that the
neighborhood with constant brightness or with homogeneous
contour most likely belongs to the same object or
background, the neighborhood can be assumed to move at a
constant motion.

In the presence of noise, M may be always full rank in
real videos. Besides, matrix deficiency will be better
captured in a continuous measure as mixtures between the
types of motion usually occur in a real video sequence. A
normalized and continuous measure is therefore needed to
quantify the matrix deficiency. Let A, >4, > 1; be the
eigenvalues of the 3x3 matrix M. We define the continuous
rank-deficient measure d;, to be:

0, trace(M) <y

d. = 2 ()
M A , otherwise
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where ¢ avoids division by 0. The threshold y is used to

handle the case rank(M)=0. It can be chosen adaptively
according to the noise level of the image sequence (e.g., in
our implementation, y is set as the 0.1 percentile point in the

accumulative  distribution of the trace values of
neighborhood centered at each pixel). The case of =0 is an
ideal case of rank deficient (i.e., constant motion), and when
dy =1, the matrix M is clearly full rank (i.e., multiple
motions). The continuous definition of dj, allows noisy data
handling and provides varying degrees of rank-deficiency
for varying degrees of motion-constancies within the
neighborhood.

Similar rank-based measures can be used to determine
whether two image structures share similar motions. Given
the spatiotemporal structural tensors M; and M, of a small
local neighborhood Q; and a background Q, (the selection

of Q will be introduced at the end of the section)
respectively, we say Q, and Q, share the same motion (u, v,

w) if the combined coefficient matrix M, is rank deficient:
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The measure of Eq. (2) can be applied to M, to form a rank-
deficient value d,,. However, the integrated spatiotemporal
structural sensor defined in Eq. (3) could be highly sensitive
to noise. Multiple motions in either M, or M, will both yield
high values in dy,. M, could be full rank in most real
videos, making dy, an impractical measure for motion
saliency estimation. This problem is even more serious when
the background Q, is composed of multiple neighborhoods

in different locations where motions could be more diverse.

The problem can be solved by computing M}, based on
the averaged motions in Q2; and Q, respectively. Recall that
in Eq.(1), a single uniform optical flow (u, v, w) can be
calculated from the linear equation systems if rank(M)=2.
For rank(M)=3, however, an averaged optical flow
f = (u,v,w) should satisfy the following linear equation
system:
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Fig.2. Examples of multi-scale extraction of Q; and Q,.The gray
areas in the top-row images indicate sub-sampled areas using
different scales. The combination of different center fine scales and
surround coarse scales forms multi-scale representations of (2;and
Q,. The gray areas in the bottom-row images show the background
areas Q, with different scales w.r.t. Q, in the first top-row image.

Replacing motions in Q; and Q, with the averaged
motions respectively, we have:
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Multiplying M 1T2 (the transpose of matrix M 12 ) on the left

side 0f1\712 , we get:
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The problem of detecting motion saliency between
Q, and Q, can therefore be solved by measuring the rank
deficiency of the 3x3 matrix M*. The measure of Eq. (2) can
be applied to M* to form a rank-deficient valued .. d,,«
gives a low value if the averaged motions of Q; and Q, are
consistent, and provides a high value if the averaged motion
in Q; is much salient to the background 2, .

Motion saliency maps P, can be formed by regarding
d s+ as the pixel value in the map. To obtain multi-scaling
motion attention maps, €, and Q, are extracted in a form of
center-surround pyramids (Fig.2). Local areas can be
sampled from a video frame at different scales 2°, 6=[0..8].
Center-surround pyramids are formed by regarding areas in a
“center” fine scale 2° as Q, and areas in a “surround” coarser
scale2’ as OQ+Q,. A set of six motion attention
maps P, can be formed with ¢ e {234} and s=c+6,
o € {3,4}, if the image is big enough for the sampling rate.

Before applying the motion saliency maps in object
tracking, a few processing are required to refine the saliency

map. To eliminate the modality-dependent amplitude
differences, the generated motion saliency maps are first
normalized to a fixed range [0, 1]. The maps are then
summed across different scales to form an overall motion
saliency map. Pixels with saliency values bigger than a
threshold (say, 0.1) are considered as region of interest,
which are the potential tracking regions in the map.

One example of the motion saliency detection is shown in
Fig. 3, where the camera moves rapidly to track a walking
person from left to right and then from right to left. In the
example, both the camera motion and the object motion are
complicated in the sample video. The camera motions
change rapidly and constantly during the entire video, which
bring much noise to traditional motion estimation methods.
Without explicitly calculating the camera and object motions,
however, our method effectively detects the salient motions.
Pixels corresponding to the walking person have high
saliency values in the generated maps.

A few post processing are applied on the overall motion
saliency map. First, a binary mask is formed by assigning
regions of interest with value 1 and the remaining pixels with
value 0. A “close” morphological operation (dilation
followed by erosion) is employed to fill the holes in the
mask. The neighboring regions with high saliency values are
then merged if their color distributions in the original image
are similar.

3. REGION-BASED OBJECT TRACKING

For tracking purpose, correspondences are required
between frames to form object trajectories. Typical tracking
methods are divided into four major categories: region-based,
active-contour-based, feature-based and model-based
tracking [6]. A robust and general tracking system needs less
specific models for tracking. Thus a region-based tracking
strategy[7] is adopted in our tracking system.

A temporally consistent list of tracked regions is
maintained during tracking. Temporal matching is
performed based on the support map and bounding box. In
particular, a set of spatial features, including object
centroid(c), bounding box size(s), and color distribution (%)
of each object, is used to construct object template for
matching purpose.

The object template in different feature channels can be
updated adaptively at each frame. Specifically, the color
distribution of the target is modeled for tracking using color
histograms. A histogram Hj(x) with x=(r,g,b) provides the
discrete probability distribution of the color value x in the
target i (V; is the total number of pixels in target i):

L Hi(x)
H=—-—-+=
1
Multiple features f/={c, s, h}of each target are adaptively
updated as:

h(x| (N
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Fig. 3. An example of the motion saliency estimation. The first column shows the original images in the video sequence. Columns from 2
to 6 are the generated motion maps with center-surround scales of 6-3, 7-3, 7-4, 8-4, and 8-5 respectively. The last column shows the
combined motion saliency map. In this example, the camera tracks the walking person. While the background has intensive motions, the
person’s motion is greatly canceled by the camera motion. As shown in the maps, the person has a motion much salient to his intermediate
background. The brighter color indicates higher attention values in the attention map.

where f;l is the feature template generated from the r+1-th

frame. f,,; is the updated template. F=0.8 is the

“forgetting” rate in the updating process.

A cost function C is computed to integrate matching
errors from all features and a best match is found for each
region of interest detected in the motion saliency map:

C:\/(Co_cb)2+(so_sb)2+(ho_hb)Z 9)
O, O hd
The subscript “o” and “b” of each feature indicates the
target template and the region of interest in saliency map
respectively. The deviation o of each feature is calculated
from past 50 observations.

4. EXPERIMENTS

The proposed tracking method has been applied in different
sets of outdoor surveillance videos, where the objects are
mostly moving people. The testing videos are used to
evaluate the effectiveness of the proposed method in
handling complicated motions in videos. Generally, the
target and camera motions in these videos are irregular. The
targets may change their moving speed and moving
directions during the video. Cameras in some videos also
have intensive motions. For instance, the camera in the 3
video of Fig. 4 is jerking since it is hand hold. Some of the
tracking results on different scenes are shown in Figure 4. In
these images, bounding boxes indicate the target locations.

[TPR1]

5. CONCLUSION

A novel method for foreground segmentation has been
presented, based on the time efficient estimation of motion
saliency between objects and backgrounds. A tracking
algorithm has also been developed to link the observation
templates with the detected objects in the motion saliency
map. The experimental results demonstrate that the tracker
reliably tracks objects in both stable and unstable cameras.

Fig.4 Tracking of moving objects. The boundmg box
indicates the location of targets.
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