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ABSTRACT 

In this paper, we proposed a multi-view images coding 
method based on Multiterminal Source Coding (MSC). Due 
to separate encoding in MSC, our coding scheme can 
achieve good random access performance and the spatial 
redundancy can be exploited even if the encoders can not 
communicate with each other. Because of joint decoding, 
the compression performance of our scheme is promising, 
far better than that of separate encoding and decoding 
scheme.  Compared to multi-view coding based on Wyner 
Ziv coding, our coding scheme is more flexible and can be 
easily extended to N views coding. There is no need to 
classify the view images into key images and Wyner Ziv 
images, images can be compressed in the same way and we 
can easily change the compression rate of each view to 
adapt to the resource conditions, like network bandwidth or 
storage. Experiment results show that the compression 
performance of our scheme is better than that of JPEG 
encoder and decoder scheme. 

Index Terms—Wyner Ziv Coding, Multiterminal 
Source Coding, Multi-View Coding

1. INTRODUCTION 

3DTV which is very popular in today’s research area is 
expected to significantly change people’s everyday life. In 
3DTV system [1], multi-view images or video of scenes are 
captured by a set of cameras. This resembles the Free 
Viewpoint Television (FTV) system [2], in which cameras 
are set densely on line or arc etc, so user can freely change 
viewpoint. Since the amount of data in both systems is too 
huge to store or transmit, compression is needed. Here we 
consider multi-view images coding, which also can be 
considered as compressing Intra frames in multi-view video 
coding. Various methods have been proposed for solving 
this problem. In traditional compression methods [3] 
cameras have to communicate with each other to remove the 
spatial redundancy. The flaw of these schemes is that in 
some cases, the cameras can not communicate with each 
other. Later in [4, 5] Wyner Ziv coding is used for multi-
view or light fields coding to avoid the encoder 
communication but still exploit the spatial redundancy. This 
is attained through jointly decoding. Since view images in 

Wyner Ziv coding is not equivalent, some serve as key 
images, while some are Wyner Ziv images, this coding 
scheme is not flexible and not easily extended to N views. 
To avoid this problem, in this paper a multi-view images 
coding scheme based on MSC which means that sources are 
encoded separately but decoded jointly, is proposed. Due to 
the good properties of MSC, view images can be 
compressed in the same way and the compression rate of 
each view can be changed according to the view’s capturing 
camera’s storage or network access bandwidth. Also, our 
scheme can be simply extended to N views.  
       The rest of our paper organized as follows. Section 2 
introduces some theoretical foundations about MSC and a 
practical MSC scheme we proposed. In section 3, the 
proposed multi-view images coding scheme is illustrated in 
great detail. Section 4 presents some experiment results and 
Conclusion is made in section 5. 

2. THEORETICAL FOUNDATIONS AND 
PROPOSED MSC SCHEME 

The architecture of MSC is shown in Fig.1. 
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Fig.1 Multiterminal Source Coding 

As shown in Fig.1, in MSC, sources are separately encoded 
and jointly decoded. For the lossless case, Slepian and Wolf 
[6] gave the theoretical bound. 
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       The loss case is first considered in [7] in 1978, they 
gave the inner and outer bound for rate pair (Rx, Ry) given 
Dx, Dy.
       For the Gaussian MSC problem with MSE distortion 
measure, where (X, Y) are jointly Gaussian with variances 

2 2,x y  and correlation coefficient / x yE XY ,
the inner sum-rate bound is given in [8]. 
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where 22 2 2 2
max 1 1 4 / 1X Y X YD D ,and

log max log ,0x x .
      We designed a practical lossless MSC scheme to 
achieve the theoretical bound. The coding scheme proposed 
is shown in Fig.2. 

Fig.2 Practical Multiterminal Source Coding 

       In this paper, we add uniform quantizers before our 
lossless MSC scheme to achieve the loss MSC theoretical 
bound. X and Y are first quantized by uniform quantizers 
and then extracted to bit planes. Each bit plane of X, Xb as
shown in Fig.2, is encoded by Low Density Parity Check 
Accumulate (LDPCA) Codes Encoder which is designed in 
[9] to achieve Slepian-Wolf bound. Only the syndrome bits 
are transmitted. Meanwhile, the red part of Xb is compressed 
by Intra Coding Encoder. Each bit plane of Y, Yb, is also 
encoded by LDPCA Codes Encoder and the black part of Yb
is encoded by Intra Coding Encoder. At the decoder, 
LDPCA Codes Decoder using received syndrome bits of Xb
and side information bits which are decoded red part of Xb
and black part of Yb to decode re_Xb. And re_Yb can be got 
in the same way. After all bit planes of X and Y are decoded, 
reconstruction function is implemented to attain the 
estimated version of X and Y.  
       In the following sections, a multi-view images coding 
scheme is proposed based on the above MSC method.  

3. PROPOSED MULTI-VIEW CODING SCHEME 

In this paper we focus on the compression of two views, 
which can be easily extended to multiple views. In the 
following paragraphs, our proposed multi-view coding 
scheme based on the above MSC method will be introduced 
in great detail. 

3.1. Encoder 

The encoder of our coding scheme is shown in Fig.3. As 
shown the figure, every view is divided into two part, left 
part and right part. The left part of View1 and right part of 
View2 are dealt by Intra Coding Encoder. Note that the 
parts which are processed by the Intra Coding Encoder
from the two views should be different parts. At the same 
time, the whole images of the two views are compressed by 

Wyner-Ziv Coding Encoder. The encoder generates four bit 
streams that are bitstream1, bitstream2, bitstream3, and 
bitstream4 as shown in Fig.3. 
       The Intra Coding Encoder which is just like JPEG 
encoder is shown in Fig.4. Image data is first divided into 
8×8 blocks and then every block is processed by Q
(quantiztion), DCT, Zigzag, Run-length Coding, and
Huffman Encoder to generate final encoded bits. 

Fig.3 Proposed Encoder

Fig.4 Intra Coding Encoder 

      The Wyner Ziv Encoder is shown in Fig.5. Image data 
is first divided into 8×8 blocks. After that, DCT transform is 
implemented for each block, and then coefficients in the 
same band in every block are combined together to form 
Band k. The Band k is then quantized and extracted to bit 
planes. Each bit plane is encoded by LDPCA Codes 
Encoder, only syndrome bits of each bit plane is transmitted.
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Fig.5 Wyner Ziv Encoder 

       From the description of our proposed encoder for multi-
view coding, it can be seen that our encoder is very simple, 
only intra coding and channel codes’ encoder. Views are 
encoded separately, so better random access performance 
can be achieved. In Fig.3 the left half part of View1 and the 
right half part of View2 are compressed by Intra Coding 
Encoder. There is no need for this. We can change the 
width of the left part of View1 and the right part of View2,
as long as the sum of the width of the left part of View1 and 
the width of the right part of View2 is equal to the width of 
the whole View. Since the bit rate of intra coding is higher 
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than that of Wyner Ziv coding, the compression bit rate of 
the two views can be adjusted through changing width of 
intra coding parts in the two views. This is important, since 
in some cases, the storage or network access bandwidth of 
the two views’ capturing cameras is not the same and may 
have a significant distinction. From our encoder scheme, it 
can be apparently seen that our scheme can be easily 
extended to N views. The change of encoder for N views is 
that, 1/N part of each view is encoded by Intra Coding 
Encoder.

3.2. Decoder 

As shown in Fig.6, at the decoder, the received bitstream1 
and bitstream3 are decoded by Intra Coding Decoder which 
is just the inverse process to Intra Coding Encoder. The 
bitstream2 and bitstream4 are decoded by Wyner Ziv 
Coding Decoder. The decoded bitstream1 and decoded 
bitstream3 after disparity compensation are served as side 
information for decoding bitstream2, while the decoded 
bitstream3 and decoded bitstream1 after disparity 
compensation are served as side information for decoding 
bitstream4.

Fig.6 Proposed Decoder 

Fig.7 Wyner Ziv Decoder 
The Wyner Ziv Decoder is shown in Fig.7. For 

decoding the Bank k of the original image data, the Wyner 
Ziv Decoder ultilizes the ‘band k’ of the side information 
image 1 and 2. The ‘band k’ is generated in the same way as 
that of the original image data. Then the two ‘bank k’ are 
concatenated together, extracted in to bit planes, and served 

as the side information for decoding bit planes of Band k.
The LDPCA codes Decoder implements the decoding 
process using the received syndrome bits and side 
information bit planes. Since there is correlation between 
different bit planes, the Log-likelihood ratio (LLR) in 
LDPCA codes Decoder is calculated as follows. 
        Let 1 2, , , NX x x x denotes quantized version of 
Band k of the original image data, the corresponding side 
information is 1 2, , , NY y y y , the bit planes for X  is 

1 2, , , , 1, ,r r r r
NU u u u r M and the bit planes for Y is

1 2, , , , 1, ,r r r r
NV v v v r M .When decoding View1,

we have i ix y  for 1, , / 2i N . If decoding View2 we
have i ix y  for / 2 1, ,i N N . Suppose decoding 
View1, then 
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    (3) 

       The reconstruction function used here is just the inverse 
of the quantization function. After all the Band k are
decoded, the coefficients from the same block are put 
together, and then inverse DCT transform is implemented to 
get the reconstructed image data. 
       From the description of the decoder, it can be easily 
seen that the decoding of the two views are a joint job. That 
is to say, the decoding of one view needs to decode half part 
of the other view first. Through this method, the correlation 
between the two views is exploited at the decoder. The 
compression performance is better than separate decoding.  
The higher the correlation between the two views, the high 
the compression ratio. Since the disparity compensation and 
other complexity techniques such as channel decoding are 
used at the decoder, the decoder is more complex than 
separate decoding. But we can sacrifice compression 
performance for simple decoder. The change of the decoder 
for N views is just the change of the calculation of LLR. 

4. SIMULATION RESULTS 

We test our coding system on multi-view sequences Xmas 
sequence and Breakdancer&ballet sequence. The multi-
view images chosen in Xmas sequence are xmas_t028_000 
and xmas_t028_001 which are the captured images of 
camera 0 and 1 at time 28. The images chosen in 
Breakdancer&ballet sequence are the first image captured 
by camera 2 and 3. The resolution of the images used here is 
176×144. The block size is 8×8. The LDPCA codes’ 
codeword length is 396. The degree distribution for LDPCA 
codes are the same as that in [10]. That is 2 0.321 ,

3 0.456 , 6 0.010 , 7 0.174 , 8 0.039 , where 
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r is the proportion of nodes of degree r. For convenience, 
the calculation of the LLR just depends on two upper bit 
planes. The quantization table is just the product of the 
JPEG quantization table and a coefficient. Compression rate 
is changed through changing the coefficient. The 
compression performance is compared with separate 
encoding and decoding, in which the two views are encoded 
and decoded by JPEG codec separately.  

Fig.8 Compression performance for images from  
Xmas sequence

Fig.9 Compression performance for images from  
Breakdancer&ballet sequence

        Fig.8 and 9 show the compression performance of our 
proposed coding scheme and JPEG. It is can be apparently 
seen that our proposed method is better that of JPEG. The 
rate here is the total rate for compressing both views and the 
PSNR is the mean of the PSNR of the two views. From the 
figure we can see that the performance gap between our 
proposed scheme and JPEG become larger with the 
increasing of the total rate. The reason for this is that with 
the growth of the rate, more gains can be got from jointly 
decoding. Also we can see that the gap between our 
proposed system and JPEG for images from Xmas sequence 
is larger than that for images from Breakdancer&ballet
sequence. It is because the correlation between views in

Xmas sequence is bigger than that in Breakdancer&ballet
sequence. 

5. CONCLUSIONS 

In this paper, a multi-view images coding scheme based on 
MSC is proposed. Due to the good properties of MSC, our 
scheme can attain better random access and compression 
performance. Compared to multi-view coding based on 
Wyner Ziv coding, our scheme can be more flexible and 
easily extended to N views. Here, only multi-view images 
coding is considered, future research on multi-view video 
coding based on MSC can be fruitful.  
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