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ABSTRACT

Visual tracking has been a challenging problem in computer vision
over the decades. The applications of Visual Tracking are far-reaching,
ranging from surveillance and monitoring to smart rooms. Mean-
shift (MS) tracker, which gained more attention recently, is known
for tracking objects in a cluttered environment and its low compu-
tational complexity. The major problem encountered in histogram-
based MS is its inability to track rapidly moving objects. In order
to track fast moving objects, we propose a new robust mean-shift
tracker that uses both spatial similarity measure and color histogram-
based similarity measure. The inability of MS tracker to handle large
displacements is circumvented by the spatial similarity-based track-
ing module, which lacks robustness to object’s appearance change.
The performance of the proposed tracker is better than the individual
trackers for tracking fast-moving objects with better accuracy.

Index Terms— Visual Tracking, Mean-Shift, Object Tracking,
Kernel Tracking

1. INTRODUCTION

The objective of object tracking is to faithfully locate the targets in
successive video frames. The major challenges encountered in visual
tracking are, cluttered background, noise, change in illumination,
occlusion and scale/appearance change of the objects.

Visual tracking in a cluttered environment remains one of the
challenging problems in computer vision for the past few decades.
Various applications like surveillance and monitoring, video index-
ing and retrieval require the ability to faithfully track objects in a
complex scene involving appearance and scale change. Though there
exist many techniques for tracking objects, color-based tracking with
kernel density estimation, introduced in [1, 2], has recently gained
more attention among research community due to its low computa-
tional complexity and robustness to appearance change. The former
[1] is due to the use of a deterministic gradient ascent (the “mean
shift” iteration) starting at location in previous frame. The latter [2]
relies on the use of a global appearance model, usually in terms of
colors, as opposed to very precise appearance models such as pixel-
wise intensity templates. The mean-shift algorithm was originally
proposed by Fukunaga and Hostetler [3] for clustering data. It was
introduced to image processing community by Cheng [4] a decade
ago. This theory became popular among vision community after its
successful application to image segmentation and tracking by Co-
maniciu and Meer [5, 6]. Later, many variants of the mean-shift al-
gorithms were proposed for various applications [7, 8, 9, 10, 11, 12].

Though mean-shift tracker performs well on sequences with rel-
atively small object displacement, its performance is not guaranteed
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when the objects move fast. Here, we attempt to improve the per-
formance of mean-shift tracker when the object undergoes large dis-
placements (when the object regions do not overlap between the con-
secutive frames). The problem of large displacements is tackled by
cascading a spatial similarity-based mean-shift module with the tra-
ditional color histogram-based mean-shift tracker. The performance
of the proposed tracker is better than the individual trackers.

The paper is organized as follows. Section 2 explains the pro-
posed hybrid MS tracker to track fast moving objects and the results
illustrating the better performance of proposed tracker is given in
section 3. Concluding remarks are given in section 4.

2. PROPOSED HYBRID TRACKER

The object to be tracked is speci ed by location of its center and
scale (for a xed aspect ratio) in the image plane. The objective
of the tracking algorithm is to nd the object location in successive
frames. MS tracker has problems with large displacements or when
the object regions do not overlap between consecutive frames. In
this paper, we would like to solve this problem within mean-shift
domain itself. In the proposed tracker, the new spatial similarity
measure-based tracker proposed by Yang et al., [9] is coupled with
the conventional MS tracker to overcome the aforementioned dif -
culty. The spatial-similarity based MS tracker could be able to track
objects with large displacements, but, the performance of this tracker
degrades when the appearance of the object changes. On the other
hand, the MS trackers which rely on persistent global object proper-
ties such as color, can be much more robust to detailed appearance
changes due to shape and pose changes, but fails for large displace-
ment. These complementary properties of these trackers can be used
for developing a roust hybrid tracker that can handle both object’s
appearance change and large displacement. The main modules of
proposed tracker is shown in Fig. 1. The rst module separates
the foreground object from its surrounding background. This pre-
processing step helps the spatial similarity based MS tracker to rely
only on the object pixels for tracking. The spatial-similarity based
MS module provides the object displacement between two consecu-
tive (current and next) frames. The color histogram based MS tracker
is initialized by the displacement given by spatial similarity based
MS module in the previous step. The nal object displacement is
given by the color-histogram based MS tracker which uses the xed
color model for the object. Each of these modules are explained in
the following section.

2.1. Object-background separation

Tracking an object will be ef cient if we can separate the object re-
gion from the background at each time instant. The object-background
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Fig. 1. Overview of the proposed tracking system

separation is useful in weighting the pixels for similarity-based MS
tracker. To achieve this, the R-G-B based joint pdf of the object re-
gion and that of a neighborhood surrounding the object is obtained.
This process is illustrated in Fig. 2. The region within the red rectan-
gle is used to obtain the object pdf and the region between the green
and red rectangles is used for obtaining the background pdf . The re-
sulting log-likelihood ratio of foreground/background region is used
to determine object pixels. The log-likelihood of a pixel considered
within the outer bounding rectangle is (green rectangle in Fig. 2)
obtained as

Li = log
max{ho(i), ε}
max{hb(i), ε} (1)

where ho(i) and hb(i) are the probabilities of ith pixel belonging
to the object and background respectively; and ε is a small non-zero
value to avoid numerical instability. The non-linear log-likelihood
maps the multi-modal object/background distribution as positive val-
ues for colors associated with foreground and negative values for
background. Only reliable object pixels are used in spatial-similarity-
based MS tracker. The binary weighting factor T if ith pixel is ob-
tained as:

Ti =

�
1 if Li > tho

0 otherwise (2)

where, tho is the threshold to decide on the most reliable object pix-
els. Once the object is localized, by user interaction or detection in
the rst frame, the likelihood map of the object/background is ob-
tained using (2). Typical value of tho is set at 0.8.

2.2. Spatial Similarity-based Mean-shift tracking

Let Ix = {xi,ui}N
i=1 and Iy = {yj ,vj}M

j=1 represent the target
model and candidate model image. Here, xi and yj indicate the
pixel locations with respect to model centers x∗ and y; ui and vj

represent the feature vector of target and candidate model at loca-
tions xi and yj respectively (e.g., the RGB color values or gray scale
intensity values). The target model Ix contains only the pixels for
which the value of Ti = 1. The similarity between target (Ix) and
candidate (Iy) in the joint feature-spatial space is

ρs(Ix, Iy) =
1

M.N

N�
i=1

M�
j=1

w

�����xi − yi

hs

����
2
�

.k

�����ui − vi

hr

����
2
�

(3)

(a) (b)

(c)

Fig. 2. (a) Initial frame with object boundary (b) likelihood map L
(c) Mask obtained after morphological operations (T ).

where, k(x) and w(x) are convex and monotonically decreasing
kernel pro les. hs and hr are spatial and feature-space bandwidths.

Under the assumption that the motion between the frames is pure
translation, the equation (3) becomes,

ρs(Ix, Iy) =
1

MN

N�
i=1

M�
j=1

w

����� (xi − x∗) − (yi − y)

hs

����
2
�

. (4)

k

�����ui − vi

hr

����
2
�

Tracking is carried out by maximizing the above given similarity
measure, or equivalently, by minimizing the following equation with
respect to y.

L(Ix, Iy) = −log ρs(Ix, Iy) (5)

where, L(Ix, Iy) is a metric.
Let ŷ0 be the current position of the target model. The mean-

shift algorithm recursively moves the current position ŷ0 to the new
position ŷ1, until reaching the density mode according to

ŷ1 =

�
i

�
j yjkijgij�

i

�
j kijgij

−
�

i

�
j xikijgij�

i

�
j kijgij

+ x∗ (6)

where, g(x) = −w′(x) is the shadow kernel of kernel w(x),
gij = g

�
| (xi−x∗)−(yj−ŷ0)

hs
|2
�

In our work, the target model (Ix) is not xed at the rst frame,
instead it is freshly obtained from recently localized object in current
frame. The candidate model (Iy) is initialized from the future frame
with the model center (ŷ0) same as target model center (x∗). The
iteration is terminated when the mean shift between (ŷn − ŷn−1)
consecutive iteration is less than a threshold (τs). The kernels k and
w used in this module are Epanechnikov Kernel, hence the shadow
kernel pro le of w (g = −w′) is uniform kernel. The new location
(ŷn) is used for initializing the color-histogram based MS tracker.

I  902



2.3. Color Histogram-based MS Tracker

The target color model q = (qi)i=1···m, with
�m

i=1 qi = 1, is com-
posed of m bins in some appropriate color space (e.g., RGB or Hue-
Saturation). It is gathered at the initialization of the overall tracking.
The candidate histogram p(x), at location x in the current frame is
given by:

pi(x) =

�
d∈D k(|d|2)δ[b(x + d) − i]�

d∈D k(|d|2) (7)

where k(x) is a convex and monotonic decreasing kernel pro le, al-
most everywhere differentiable and with support D, which assigns
smaller weights to pixels far away from the center, δ is the Kronecker
delta function, and function b(x) ∈ {1...m} is the color bin num-
ber at pixel x in the current frame. One seeks the location whose
associated candidate histogram is as similar as possible to the tar-
get one. When similarity is measured by Bhattacharyya coef cient,
ρ(p,q) =

�
i

√
piqi, convergence towards the nearest local minima

is obtained by the iterative mean-shift procedure [1]. In our case, this
gradient ascent at time t is initialized at y0 = ŷn (where, ŷn is the
location obtained from the spatial similarity-based MS tracker) and
proceeds as follows:

1. Given current location y0, compute candidate histogram p(y0)
and Bhattacharyya coef cient ρ[p(y0),q].

2. Compute candidate position

y1 =

�
d∈D w(y0 + d)k′(|d|2)(y0 + d)�

d∈D w(y0 + d)k′(|d|2)
with weights at location x

w(x) =

m�
i=1

�
qi

pi(y0)
δ[b(x) − i].

3. While ρ[p(y1),q] < ρ[p(y0),q]
do y1 ← 1

2
(y1 + y0)

4. If ‖y1 − y0‖ < ε stop,
otherwise set y0 ← y1 and repeat Step 2.

The nal estimate provides the location of the object in current frame
(y1).

3. PERFORMANCE OF THE COMBINED TRACKER

The proposed algorithm has been tested on several videos. The pro-
posed tracking system, which uses both spatial similarity and color
histogram of the object, works better than either of them used indi-
vidually. Tracking results for PETS surveillance video is presented
in Figs. 3 and 6. In order to simulate fast motion, all the videos
are temporally subsampled by 4 before tracking. Figure 3 shows
every 10th frame of the video (subsampled) of a walking person.
The proposed tracker could track the person more accurately com-
pared to spatial similarity MS tracker. The color based MS tracker
fails to track the person in the initial phase itself due to the narrow
bandwidth along the direction (horizontal) of object motion. Similar
performance is observed for tracking a ‘cycling person’ in a PETS
sequence (Fig. 6). In our experiments, the bandwidth values hs and
hr are set at 5 and 9 respectively for spatial similarity MS module.
Figs 4 and 5 show the tracking result for ‘rugby’ sequence. This
sequence is a challenging dynamic one where the player move fast
and undergo appearance change. In these sequences, the color-based

Fig. 3. Tracking result of proposed system (yellow) against Spatial
Similarity based MS (green) and Color based MS (red) tracker for
PETS surveillance sequence.

MS tracker fails quickly compared to spatial similarity-based MS
tracker. The spatial similarity-based tracker could not track the ob-
jects accurately, while the proposed tracker could be able to track the
objets more accurately. The spatial bandwidth (hs) parameter xes
the spatial search range for localizing the object in the next frame.
In these video sequences, the scale change of the object is not con-
sidered for tracking.

4. CONCLUSION

In this paper, we have proposed an ef cient visual tracker for fast
moving objects by coupling spatial similarity based MS tracker along
with color based mean-shift tracker, which have complementary prop-
erties. The spatial similarity based tracker uses the local properties
of the object for tracking while the color based tracker utilizes the
global color information of the object. The proposed tracker uses
both these properties for tracking rapidly moving objects. The per-
formance of the proposed tracker is observed to be better than the
individual ones. Since both trackers have real-time computational
complexity, the proposed compound tracker is suitable for real time
tracking of objects.
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Fig. 4. Tracking result of proposed system (yellow) against Spatial
Similarity based MS (green) and Color based MS (red) tracker for
rugby sequence.

Fig. 5. Tracking result of proposed system (yellow) against Spatial
Similarity based MS (green) and Color based MS (red) tracker for
rugby sequence.

Fig. 6. Tracking result of proposed system (yellow) against Spatial
Similarity based MS (green) and Color based MS (red) tracker for
PETS surveillance sequence.
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