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ABSTRACT

This paper addresses the problem of joint encoder optimization and
channel coding for realtime video transmission over wireless chan-
nels. An efficient solution is proposed to optimally select macroblock
modes and quantizers as well as channel coding rates. The proposed
optimization algorithm fully considers error resilience, forward error
correction and error concealment. Experimental results demonstrate
the effectiveness of the proposed approach.

Index Terms— Error concealment, error control, error resilience,
multimedia streaming, quality of service (QoS), resource allocation,
unequal error protection (UEP).

1. INTRODUCTION

With the increasing bandwidth in the next generations of mobile
networks and the rapidly growing demand for video applications,
such as video conferencing, distant learning, and on-demand video
streaming, wireless video transmission has received much attention
during the last few years. Due to the limited and time-varying chan-
nel bandwidth, video transmission over wireless channels is still a
challenging task. In order to efficiently utilize the limited bandwidth,
video signals have to be highly compressed by efficient coding algo-
rithms; however, highly compressed video data becomes extremely
vulnerable to bit corruption [1]. Therefore, it is a requirement for
the video encoder to provide adequate error resilience features to
protect video data from channel errors. In general, error control
techniques include error resilient source coding, forward error cor-
rection (FEC), Automatic Repeat request (ARQ), power adjustment
and network QoS support [2]. The problem of Joint Source Chan-
nel Coding (JSCC) jointly considers allocation of the available error
control components across layers in a rate-distortion optimization
framework. JSCC using FEC has been extensively studied in the lit-
erature. In [3], [4], [5], and [6], authors present their work in context
of wireless channels for scalable video transmission. In these papers,
error resilience is achieved through optimized transport prioritiza-
tion for layered video. In [7], JSCC with error resilient source cod-
ing and FEC for Internet scalable video is studied. A rate-distortion
optimized mode selection and synchronization marker insertion al-
gorithm is introduced in [8] as an effective method to increase source
error resilience. However, in these works, not all possible error
control components are considered simultaneously at the applica-
tion layer. In a more recent work [9], error resilient source coding,
channel coding and error concealment are addressed in an integrated
optimization framework where the interaction between source cod-
ing and channel coding is fully considered. Nevertheless, in this
framework, all macroblocks in a packet are considered to have the
same prediction mode and quantizer, which may degrade the source
compression efficiency.

In this paper we expand the work in [9] removing the last con-
straint while H.264/AVC is employed instead of H.263+. We pro-
pose an algorithm for designing a real-time video transmission sys-
tem that optimally selects prediction mode and quantizer per mac-
roblock, as well as, per packet channel protection rate, while error
concealment is being taken into account. The rest of this paper is or-
ganized as follows. Section 2 provides some basic preliminaries that
will be used throughout the paper. The mathematical formulation of
the problem is provided in Section 3. Section 4 discusses the solu-
tion algorithm. Section 5 presents some experimental results, and
section 6 concludes the paper.

2. BACKGROUND

2.1. System Model

In a typical packet-based video communication system, video data is
encoded using a block-based motion-compensated technique where
each frame is divided into slices that are comprised of consecutive
macro-blocks (MBs). Each slice is independently decodable, i.e., the
decoding of one slice is not affected by the loss of other slices in the
same frame. Losses in other frames, on the other hand, may cause
temporal error propagation due to inter-frame prediction. Here, in
our formulations, each slice is considered to be one packet i.e., a
row of macroblocks.

After each packet is encoded, parity check bits are generated and
added to the packet and then the it is transmitted over the wireless
link. At the receiver, the packet is considered lost when an unre-
coverable number of bit errors occurs. In our simulations, we use a
simple Gilber-Elliot two-state channel model. In addition, for per-
forming link-layer FEC, the use of rate-compatible punctured con-
volutional (RCPC) codes is considered [10].

2.2. Error Concealment

To avoid significant visible errors in the reconstructed frames at the
decoder, the implementation of a robust error concealment technique
is inevitable. Here, to perform error concealment we use an algo-
rithm similar to the one implemented in H.26L test model [11]. In
this algorithm, all correctly received slices of a picture are decoded
first, and then the lost slices are concealed. A record of the status of
each macroblock is kept, where each MB can be one of the follow-
ing, “Correctly received”, “Lost” and “Concealed”. Since, “Con-
cealed” MBs are also treated as reliable in the concealment process,
the order in which “Lost” MBs are concealed is also important. The
concealment starts by processing MB columns at the frame bound-
aries and then moves inwards MB column by MB column. The algo-
rithm for inter-coded frames tries to estimate the motion in the miss-
ing MB by prediction schemes from available motion information
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of spatial neighbors. In this work, since causality plays an impor-
tant role in our optimization algorithm, the information of the MBs
below the “Lost” MB is not used for concealment.

2.3. End-to-End Expected Distortion

Due to channel losses, we use the expected end-to-end distortion
to evaluate video quality. Three factors can be identified as effect-
ing the end-to-end distortion: the source behavior (quantization and
packetization), the channel characteristics, and the receiver behavior
(error concealment) [12, 13]. The expected distortion can be calcu-
lated at the encoder as

E[Dk] = (1− pk)E[DR,k] + pk(1− pk−1)E[DLR,k]

+pkpk−1E[DLL,k], (1)

where pk is the loss probability for the k
th packet, E[DR,k] is the

expected distortion if the kth packet is received, and E[DLR,k] and
E[DLL,k] are respectively the expected distortion after concealment
when packet (k − 1) is either received or lost. The evaluation of the
expected distortion is based on a per pixel recursive algorithm called
ROPE [14]. The accuracy of ROPE in end-to-end distortion estima-
tion is attributed to its ability to calculate the first and second mo-
ments of the reconstructed pixels by the decoder; however, sub-pixel
prediction employed in H.264 involves interpolation of neighboring
pixels, which gives rise to cross-correlation terms in the second mo-
ment calculation. To deal with the cross correlation terms in our
experiments, the cross correlation approximation method introduced
in [15] is used.

3. PROBLEM FORMULATION

The following notation will be used throughout this paper. Letmr,c

be the macroblock at row r and column c, where r ∈ [1, ...,M ] and
c ∈ [1, ..., N ]. Let μr,c ∈ Q denote the source parameter for mac-
roblock mr,c where Q is the set of all admissible MB modes with
different quantization parameters, i.e., Q = {intra, inter, skip},
where intra and inter modes include the quantization parameter set
{qp, qp ± 2, qp ± 4} for a given parameter qp. The skip mode is a
special case of the inter mode where no information is transmitted,
and the block is simply repeated from the spatially corresponding
block in the previous frame. Furthermore, let R represent the set
of all channel coding parameters, i.e., FEC with different rates. Fi-
nally, let νr represent the channel coding rate of the r

th row which
is contained in one packet.

Our goal is to find modes, quantizers and channel coding rates
that minimize the expected decoder distortion. Furthermore, each
packet has to meet a delay constraint in order to reach the receiver in
time for playback. If F denotes the playback rate at the receiver, the
transmission time T for each frame has to be less than T0 = 1/F .
Consequently, the joint source channel problem can be formulated
as the following constrained optimization problem

min
ν∈RM , μ∈QM⊗QN

MX

r=1

E[Dr(μr , μr−1, νr, νr−1)]

s.t. T =

MX

r=1

Rr(μr , νr)/RT ≤ T0, (2)

where, the symbol⊗ is the direct product of two sets andRr(μr , νr)
is total number of bits allocated to the rth row after channel coding,

which is a function of source coding parametersμr and channel cod-
ing rate νr used for that packet. Note that due to error concealment,
the expected distortion of the rth packet Dr , also depends on the
source parameters and channel coding rate of the preceding packet
(r − 1).

4. SOLUTION ALGORITHM

In this section, we present the solution algorithm based on the con-
cept of the Lagrangian relaxation. The Lagrangian, with a multiplier
λ, can be expressed as

L(μr , μr−1, νr, νr−1;λ) = E[D] + λ(T − T0), (3)

where E[D] and R are the total per frame expected distortion and
rate, respectively. Furthermore, the dual function to this optimization
problem can be defined as

q(λ) = min
ν∈RM , μ∈QM⊗QN

L(μr , μr−1, νr, νr−1;λ). (4)

The solution to the formulation (2) within a convex hull approx-
imation is obtained by

max
λ≥0

q(λ). (5)

Assuming that we can evaluate the dual function (4) for a given
choice of λ, a solution to the JSCC problem can be found by choos-
ing the correct Lagrange multiplier λ∗ that satisfies the rate con-
straint in (2). This can be accomplished by using a variety of meth-
ods such as bisection, cutting-plane or sub-gradient methods [16].
To evaluate the dual function (4), Dynamic Programming (DP) can
be employed. This process is discussed in detail in the next section.

4.1. Minimization of Lagrangian

Evaluation of the dual function (4) for a given Lagrange multiplier
is still a complicated task due to inter and intra packet dependen-
cies. The minimization of the Lagrangian for a given multiplier is
therefore carried out in two steps. First, in each row, optimum mac-
roblock modes are selected for any channel parameter; then, using
the Viterbi algorithm, the channel coding rate with the lowest cost is
assigned to each packet.

4.1.1. Optimal Mode Selection

For the moment let us assume that the channel parameters for the
current packet r and previous packet r − 1, (νr, νr−1) ∈ R × R,
are given. Due to the specific selected GOB structure, the predictors
for the current motion vectors are just the motion vectors from the
macroblock immediately to the left. Therefore, the rate to encode the
current macroblock mr,c, Rr,c(μr,c−1, μr,c), depends on the mode
and quantizer choices for mr,c−1 andmr,c. Moreover, in principle,
reconstructed pixel values of a macroblock encoded by H.264 de-
pend on the left neighboringMB due to different prediction schemes.
Nevertheless, in this work since the sub-macroblock rate distortion
optimization is performed independently from any of the neighbor-
ing macroblocks, it is assumed that the encoded pixel values do not
depend on the selected modes for the neighboring macroblocks. As a
result, the macroblock expected distortionDr,c(μr,c, νr, νr−1) only
depends on the current MB mode and channel parameters. Hence,
the row expected distortion can be expressed as

Dr(μr , νr, νr−1) =

NX

c=0

Dr,c(μr,c, νr, νr−1), (6)
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and the row rate can be expressed as a sum over the macroblock
rates,

Rr(μr , νr) =
NX

c=0

Rr,c(μr,c−1, μr,c).(1/νr). (7)

In this scenario, to find the optimal MB modes a similar method
to [17] is employed. Depending on the modes μr,c−1 and μr,c one
of the following predictions may be used to calculate the macroblock
rate Rr,c(μr,c−1, μr,c)

(1) Intra Prediction: In H.264/AVC intra prediction is conducted
in the spatial domain, by referring to neighboring samples of previ-
ously coded blocks which are to the left and/or above the block to
be predicted. In this work, to prevent error propagation due to mo-
tion compensation, intra prediction is only restricted to predict from
intra-coded neighboring macroblocks. Therefore, when bothmr,c−1
andmr,c are to be intra-coded, the intra prediction process needs to
be invoked to calculate the intra-predicted rate RIP

r,c(μr,c−1, μr,c).
However, to avoid heavy calculations of the rateRIP

r,c for every quan-
tization pair (μr,c−1, μr,c), the bit saving ratio due to intra prediction
η is calculated for the average quantizer μr,c ∈ Q as

η = RIP
r,c(μr,c−1, μr,c)/Rr,c(μr,c−1, μr,c), (8)

where, Rr,c is the rate without intra prediction. Then the ratio η is
used to approximate the intra predicted rate for other quantization
parameters of the current macroblock. It is assumed that a change in
the quantizer parameter of the previous macroblock has a negligible
effect on the rate RIP

r,c . Our simulations show that the average error
in the MB rate due to this approximation is less than 4%.

(2) Inter Prediction: In the case of an inter mode, the mac-
roblock rate Rr,c(μr,c−1, μr,c) depends on the following three dif-
ferent terms,

Rr,c(μr,c−1, μr,c) = RDFD
r,c (μr,c) +RDV F

r,c (μr,c−1, μr,c)

+ RQ
r,c(μr,c−1, μr,c), (9)

(1) The rate to encode the prediction error or displaced frame differ-
enceRDFD

r,c which only depends on the quantizer and mode selection
for the current macroblockmr,c. (2) The rate to encode the displace-
ment vector fieldRDV F

r,c , which depends on modes and quantizers of
both macroblocksmr,c−1 andmr,c. Note that with the change of the
quantizer, motion vectors and macroblock type might change due to
the sub-macroblock, quantizer dependent rate-distortion optimiza-
tion of the H.264/AVC. (3) The rate to transmit the quantizer differ-
ence of μr,c−1 and μr,c, which obviously depends on both quantiz-
ers.

Using the above macroblock rates and distortion, the Lagrangian
cost function for a macroblock can be expressed as

Jr,c(μr,c−1, μr,c, νr−1, νr;λ) = Dr,c(μr,c, νr−1, νr)

+λRr,c(μr,c−1, μr,c, νr) (10)

Therefore, the optimal mode selection can be written as

Jr(νr−1, νr) = min
μr∈QN

NX

c=0

Jr,c(μr,c−1, μr,c, νr−1, νr;λ) (11)

The above problem can be efficiently solved using Dynamic Pro-
gramming (DP), which is also known as the Viterbi algorithm.

4.1.2. Optimal Channel Coding

In the previous section we discussed how we can efficiently employ
the Viterbi algorithm to optimally select MB modes for any pair of
channel parameters (νr, νr−1) ∈ R×R. As a result, the Lagrangian
minimization (4) simplifies to

q(λ) = min
ν∈RM

MX

r=0

Jr(νr−1, νr), (12)

where, Jr(νr−1, νr) is given by equation (11). Dynamic Program-
ming can be employed to efficiently solve this minimization prob-
lem. DP can be viewed as the shortest path problem in a trellis,
where each stage corresponds to the channel rate selection for a
given packet. Recall that since MB modes are already selected for
each channel rate pair, rate and expected distortion of the row is
known, thus, the total cost of the packet can be easily evaluated.

5. EXPERIMENTAL RESULTS

Our simulations are based on the modified H.264/AVC JM 10.2 soft-
ware, where the IPPP...P structure, one reference frame, 16 pixel
search range for ME/MC, and CAVLC are enabled. We use an
RCPC code with memory M = 4, period P = 8, and rates R =
P/(P + l), l = 2, 4, ..., 12. At the receiver, soft Viterbi decod-
ing is used in conjunction with BPSK demodulation. As stated be-
fore, the source parameter set for the proposed work is chosen to
be Q = {intra, inter, skip} with quantizers qp, qp ± 2, qp ± 4
for intra and inter modes. Here, qp is a fixed parameter in our op-
timization that depends on the sequence resolution and transmission
rate (in this case qp = 30). The channel is modeled by a two-state
Markov chain with state space H = {0.05, 0.005}. The transition
probabilities T1→2 and T2→1 are 0.12 and 0.06 respectively.

Here, we compare three different transmission systems. The
first system uses the proposed framework with the parameters ex-
plained above. The second system employs the Integrated Joint
Source Channel Coding algorithm in [9] to perform optimization
while other parameters are the same as the first system. In this
system one prediction mode and quantizer is assumed per row of
MBs. Finally, the third system uses the built-in H.264 rate control
for source coding with a fixed channel coding rate that is the average
of the channel rates used in system 1. Error resilience is incorporated
in this system by means of random intra MB refreshing.

Figure 1 illustrates the performance of all three systems when a
Markov channel model is used. It is assumed that the encoder does
not have any prior information about the status of the lossy channel.
However, channel feedback (packet ACK/NACK) is available every
66 ms. To be able to explain the large gap in performance of system 1
and the other systems, let us consider a situation where some packets
are lost in the channel due to deep fading. System 1 will optimally
allocate intra macroblocks in the area that is mostly distorted to pre-
vent error propagation in future frames. On the contrary, system 2
only optimizes over packet (a row of MBs) modes and intra-coded
packets can be quite expensive in terms of bits. System 3 randomly
allocates intra MBs in the frame. As a result, the proposed algo-
rithm (system 1) can be very effective in terms of error recovery and
therefore has a higher average PSNR.

6. CONCLUSION

In this paper, we studied the joint source and channel optimization
problem for real-time video transmission over lossy channels. In
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Fig. 1. Average PSNR comparison of the three systems

the proposed algorithm, optimal MB modes and associated parame-
ters are jointly selected with the channel coding rate. Experimental
results show significant improvement in quality of the transmitted
video.
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