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ABSTRACT

This paper addresses the low complexity end-to-end distor-
tion (ED) estimation problem for error resilient video cod-
ing. Unlike the existing “look-back-only” ED estimation par-
adigm, we propose a new hybrid paradigm involving both
“look-back” and “look-ahead” estimation. For low complex-
ity, our “look-back” estimation accurately accounts for the er-
ror propagation (EP) distortion from the last two frames only,
while the impacts of “look-back™ ignored frame losses are
compensated by “look-ahead” frame-level EP approximation.
The proposed hybrid scheme is then applied in ED-based RD
optimization (ED-RDO) of both motion estimation (ME) and
coding mode selection (MS). Results show that our hybrid es-
timation scheme yields accurate ED estimates, and when ap-
plied in ED-RDO ME and MS, significant performance gain
is achieved over the other existing low complexity solutions.

Index Terms— end-to-end distortion, low complexity, er-
ror propagation, error resilience, video coding

1. INTRODUCTION

To achieve good video streaming performance, how to mit-
igate the packet loss impact from nowadays imperfect net-
work transmission is a critical issue. At the encoder side, an
efficient framework is end-to-end distortion (ED) based rate-
distortion (RD) optimization, where how to accurately esti-
mate ED is a challenging task.

Existing ED estimation schemes can be roughly catego-
rized into pixel-based [1] [2], block-based [3] or frame-based
[4] approaches. Accurate ED estimate may be achieved by
the pixel-based ROPE method [1]. However, along with its
high estimation accuracy, it also incurs a significant amount
of computational complexity, which is not desirable in practi-
cal real-time video streaming systems. For low complexity, a
simplified pixel-based distortion estimation (SPDE) approach
was proposed in [2], where only two most likely loss events,
(i.e. the loss of the last two frames respectively), are consid-
ered. However, ignoring all the other loss events greatly com-
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promises the estimation performance. Alternatively, block-
based schemes, e.g. [3], also reduce the complexity of pixel-
based ROPE estimation roughly by a factor of the block-size
(e.g. 16 as for 4x4 blocks). However, the estimation accu-
racy is also greatly compromised due to the reduced resolu-
tion. Frame-level ED estimation [4] targets ED estimation of
a whole frame. In this case, all the complicating factors such
as Intra coded macro-blocks (MB), sub-pixel prediction, de-
blocking filtering, etc. may be respectively modelled with one
single parameter for each frame, and thus, the whole estima-
tion involves neglectable computation complexity. In prac-
tice, frame-level estimation is usually applied in frame-level
ED based RD optimization (ED-RDO) problems, while for
the concerned MB-level ED-RDO tasks, such as ED-RDO
ME and MS, either pixel- or block-based ED estimation is
required.

In this work, we intend to seek a low complexity ED es-
timation solution, which renders a better trade-off between
estimation accuracy and complexity, and is applicable in ED-
RDO ME and MS. Herein, we assume the group-of-picture
(GoP) based video coding framework, which is commonly
applied in practical video streaming systems. Specifically,
motivated from the GoP-level ED estimation of the existing
FODE method [5], we propose a novel scheme called HEED
(hybrid estimation of ED). Similar as in SPDE [2], HEED also
accounts for error propagation (EP) distortions only for the
respective loss of the last two frames. Differently, instead of
excluding the distortion contributions from all the other loss
events, we take their impacts into account, and use frame-
level approximation to estimate the EP distortions from the
current frame to all the remaining frames of the GoP. More-
over, we emphasize that while SPDE can be regarded as a
simplification of ROPE, the proposed HEED scheme is, how-
ever, simplified from FODE, as will be more clearly explained
in the following sections. As such, HEED takes both the high
accuracy benefit from pixel-based calculation of past EP dis-
tortion, and the low complexity benefit from frame-level ap-
proximation on future EP distortion. Simulation results show
that in spite of the simplification, HEED yields fairly accurate
GoP-level distortion estimate. When applied in ED-RDO ME
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Fig. 1. The existing “look-back-only” ED estimation paradigm.

and MS, it significantly outperforms the other existing low
complexity solutions.

2. HYBRID ESTIMATION OF END-TO-END
DISTORTION

Let us first take a look at ED of the whole GOP, denoted by
E{D¢op}. In[5], a scheme called FODE (first order distor-
tion estimate) was proposed, which approximates E{Dgop }
with its first order Taylor expansion. In practice, the packet
loss rate addressed by error resilient video coding is not large,
e.g. p < 10%. Beyond that, one has to use FEC or other tech-
niques to effectively reduce p itself. With small p, the FODE
model is fairly accurate. Its MSE E{Dg,p} estimate is as

follows.
N-1

E{DGOP}ZDHOJOSS + p- Z Yi- (1)
i=0

Herein, N is the GoP size, and D,,,, ;,ss denotes the GoP dis-
tortion without any packet loss, i.e. the source coding distor-
tion only. Throughout the paper, for simplicity, we assume
data of one frame is packetized into one packet. +; is the 1st
order Taylor expansion coefficient of frame ¢, which can be
expressed as
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Herein, A is the frame size. fj’-c and ff represent the original
and encoder reconstructed (i.e. no loss case) values of pixel
k in frame j. D; o5, and f;fucss denote the GoP distortion
and the decoder reconstructed pixel values, when only frame
¢ s lost. In (4), the approximation is due to the omission of
correlation terms. D), . denotes the EC and EP distortions
due to the loss of frame 7. (The prime is to indicate that the
reference here is f]k, but not ff.) From the above equations,
we can see that £{D¢,p} can be regarded as a linear combi-

nation of D}, . as is illustrated in Fig. 1.
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Fig. 2. The proposed HEED approach.

Although FODE was originally proposed to address the
optimization problems of coded video, we emphasize that its
simple linear representation of E{Dg,p} renders useful in-
sight as well on the concerned MB-level optimization tasks in
the encoding process. In this case, when it comes to encoding
a particular frame, one needs to identify for each MB their
respective importance in terms of how they affect E{D¢,p}.
For this, most, if not all, of the existing ED estimation ap-
proaches are “look-back-only”” methods, where for the current
frame, besides its own EC distortion, they basically estimate
the overall past EP distortion due to the respective loss of each
one of the previous frames in the GoP, as illustrated in Fig. 1.
While the optimal ROPE approach accurately accounts for
EP distortion from all the past individual frame loss events,
to reduce complexity, the SPDE approach only considers EP
distortion from the loss of each one of the last two frames.
We emphasize that when applied in optimizing coding deci-
sions of frames, this “look-back-only” paradigm still yields
good inter-frame synergy, on condition that each frame can
accurately estimate past EP distortion, as is the case for the
optimal ROPE estimate. Because, in that case, when optimiz-
ing the coding decisions of the current frame, there is no need
to worry about incurred future EP distortion, as that will be
accurately considered in the following frames’ optimizations.
However, in the SPDE case, each frame only considers lim-
ited EP effect from the last two frames, which means that be-
yond the following two frames, EP distortion from the current
frame will be completely ignored in optimizations of the re-
maining frames. In this case, the “look-back-only” paradigm
cannot render good inter-frame synergy any more.

In light of the above analysis and motivated from the FODE
distortion model, we propose a novel hybrid low complex-
ity ED estimation approach, i.e. HEED. Similar as in SPDE,
HEED also considers for each pixel the exact past EP dis-
tortion up to the 2nd last frame. However, instead of com-
pletely ignoring the impacts of all the other frame loss events,
in HEED, we use frame-level EP factor approximation to ex-
plicitly account for the EP distortion from the current frame to
all the remaining frames in the GoP, and thus, yield a hybrid
paradigm involving both pixel-level “look-back” and frame-
level “look-ahead” estimation, as illustrated in Fig. 2. Herein,
wo,; denotes the weighting factor for considering the frame
i loss EP branch right at the loss of frame i, while wy ; and
ws ; denote the weighting factors for considering the frame
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i loss EP branch respectively at one frame or two frames af-
ter frame i loss. Note that the three weighting factors of the
same ¢ should be summed up to 1, such that: the complete
EP branch of the loss of each particular frame is equivalently
counted exactly once in ED estimation of all the frames in the
GoP. In that case, summing up the estimated ED over all the
frames will yield an accurate estimate for ED of the whole
GoP, as shown later in our simulation results.

Next, we describe how to conduct HEED ED estimation
at each particular frame. In this work, we assume motion-
copy error concealment at the decoder, where when a frame
is lost, motion-vectors (MV) from collocated MBs in the pre-
vious frame is used to conceal the current frame via motion
compensation. (Details of motion-copy EC refer to [6].) As
such, the MV or coding mode of the current frame MB will
also affect the EC distortion of the collocated MB in the next
frame. Assuming the MB containing pixel k in frame ¢ is
Inter coded, our HEED method estimates ED of the pixel as

E{Df} = Dz]'c,no,loss +p'D%P,i’ (6)
where

D%P,i = D%P,i,i—uoss + D%P,i,i—l,loss + D%P,i+1,i+1,loss~

(N
The three right-hand side items of (7) correspond to the three
considered EP branches in Fig. 2, respectively, which can be
expressed as follows.

k o 1k
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where,
oq_,N:a—l—aQ—i-...—i-aN. (11

Herein, « denotes the EP factor of a frame. We empha-
size that modelling the ED effect of a frame with one single
factor is a commonly adopted practice in existing frame-level
ED estimation schemes for low complexity, where the overall
factor o may involve various factors that accounts for Intra
MBs, sub-pixel prediction, Intra-prediction, and de-blocking
filtering, respectively, as discussed in [4]. In this work, for
simplicity, « = 1 — (3, where 8 denotes the Intra MB per-
centage of a frame. On the other hand, the EP distortions
from the last two frames are exactly calculated, whose resul-
tant accuracy is even higher than that of the optimal ROPE
approach, as we go through exactly the same EC and recon-
struction process as the decoder would do when a frame is
lost. However, similar exact calculation is impossible for the
next frame EC distortion, as fikﬂ, and sometimes even fi’“,
are not available at the time of coding frame i. In this work,
we approximately estimate this term using the original refer-
ences of frame 7 and ¢ + 1. Also, note that if a pixel is in a

Intra coded MB, there will be no EP distortion terms from the
last two frames, and only next frame EC distortion term stays
in the above equations. Herein, we omit these equations.

In HEED, a critical issue is how to determine the involved
weighting factors wyp, w1, and ws. Firstly, using one single
EP factor a to model the actual complicated EP process is not
accurate. Hence, it is desirable to evenly distribute the weight
among the three factors. In that case, the overall modelling
error will be reduced via averaging over the three items. Sec-
ondly, our HEED estimation will be applied in the concerned
ED-RDO ME and MS problem. With the assumed motion-
copy EC at the decoder, when a previous frame collocated
MB is an Intra-MB, it will be treated the same as a Skip-MB,
and the median MV from neighboring MVs will be used for
concealment. In this case, although Intra coding of the cur-
rent frame MB effectively stops existing EP from the past, it
may as well incur more next frame EC distortion and hence
more resultant EP distortion in the following frames than In-
ter mode coding, as an Inter mode has more flexibility to find
a better MV so as to yield lower next frame EC distortion.
Hence, the ratio between wq and wy + wo will directly affect
the important Intra/Inter mode selection, and hence the overall
ED-RDO performance. From experiments, a desirable strat-
egy is to give more weight to wy for the beginning frames in
a GoP and less weight to it for the ending frames. Finally, our
adopted weighting factor setting is

W ; = ¥7 Wi; = Wa; = %(1 —wo,). (12)
The resultant £{D}} is then applied in both ED-RDO ME
and MS, where the optimization problem is commonly for-
mulated as minimization of a certain Lagrangian cost. Herein,
we omit the details. One comment on our ED-RDO ME
scheme is that instead of the common sum of absolute dif-
ference, MSE of the prediction residue is used to replace the
DF in (6).

i,no.loss

3. SIMULATION RESULTS

Our simulation is based on a proprietary H.264/AVC Base-
line Profile encoder of Thomson Inc., where the Lagrangian
minimization framework for RDO ME and MS is the same as
that in the JM reference encoder. All the sequences are 30f /s
and coded into GoPs with each GoP containing 30 frames. In
experiment, only constrained Intra-prediction and single ref-
erence frame is enabled. All the various MB coding modes,
sub-pixel prediction, de-blocking filtering, etc. of H.264/AVC
are enabled. For simplicity, we assume no packet loss for the
I-frames. For each packet loss rate p, 300 randomly generated
packet loss patterns were applied at the decoder, and the av-
erage distortion or PSNR is computed. The encoder assumed
the same exact value of p in its HEED calculation.

We first evaluate the GoP-level ED estimation performance
of HEED. Herein, sequences are coded with fixed QP = 33.
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Fig. 3. GoP ED estimation performance.

Table 1. Performance with various sequences and bit rates. Except
CIF Foreman, all the others are QCIF sequences.

p=23% [ kb/s ][ Conv. | Forced1 | SPDE | HEED

News 128 35.12 34.76 36.55 | 36.85
256 36.49 36.91 40.11 | 40.44

Carphone | 128 33.21 33.46 33.96 | 34.89
256 34.14 34.80 3583 | 37.07

Stefan 256 27.69 27.86 2791 | 27.99
384 28.82 29.10 29.46 | 29.87

Foreman | 384 32.86 3291 33.60 | 33.82
512 33.41 33.58 3438 | 34.70

In the coding of each P-frame, a fixed percentage of MBs are
randomly selected to be Intra coded (denoted by (3), and the
exact same value of [ is used to calculate o in HEED es-
timation. In this case, The result of the QCIF “Carphone”
sequence with 3 = 5% is shown in Fig. 3. Herein, “Actual”
denotes the averaged decoder distortion to represent the actual
value of ED estimate. We can see that HEED achieves fairly
accurate GoP ED estimate at all the testing packet loss rates,
and its performance is quite similar to the existing FODE ap-
proach. Similar results are also obtained for many other se-
quences, and the observed relative estimation error is usually
below 3%. Note that HEED can be regarded as a simplified
version of FODE. In spite of that, the simplification does not
yield much estimation accuracy drop.

We then evaluate the performance of applying HEED in
ED-RDO ME and MS. For comparison, we tested the other
two existing low complexity solutions, including: the SPDE
approach (denoted by “SPDE”), and the naive forced Intra
MB coding approach (denoted by “Forced Intra”), where for
packet loss rate p, 100-p percent MBs in each frame are ran-
domly selected for Intra coding. We also include the cod-
ing results with conventional RDO ME and MS (denoted by
“Conventional”). Note that unlike most of the existing work,
our coded sequences involve periodic I-frames due to the GoP
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Fig. 4. Performance with one specific packet loss realization.
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Fig. 5. Performance with various packet loss rates.

structure, which already yield a certain degree of error re-
silience.

The extensive testing results of various sequences, bit rates,
and various packet loss rates are thoroughly summarized in
Table 1 and Fig. 5, respectively. We can see that in all the
tested cases, the proposed ED-RDO ME and MS scheme with
HEED significantly outperforms all the other methods. Specif-
ically, the PSNR gain of HEED over SPDE reaches 1.29dB
and is 0.47dB on average. Fig. 4 shows the PSNR vs. frame
number curves of the “Carphone” sequence. We can see that
comparing with all the other methods, “HEED” always yields
not only lower EC distortions at the time of frame loss, but
also lower EP distortions afterwards. All these results sub-
stantially proves the effectiveness of the proposed HEED-
based error resilient video coding solution.
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