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ABSTRACT

The image compression standard JPEG 2000 offers a high compres-
sion ef ciency as well as a great exibility in the way it accesses
the content in terms of spatial location, quality level, and resolu-
tion. This paper explores how transmission systems conveying video
surveillance sequences can bene t from this exibility. Rather than
transmitting each frame independently as it is generally done in the
literature for JPEG 2000 based systems, we adopt a conditional re-
plenishment scheme to exploit the temporal correlation of the video
sequence. As a rst contribution, we propose a rate-distortion opti-
mal strategy to select the most pro table packets to transmit. As a
second contribution, we provide the client with two references, the
previous reconstructed frame and an estimation of the current scene
background, which improves the transmission system performances.

Index Terms— JPEG 2000, Intra Coding, Replenishment, Adap-
tive Delivery, Semantic Based Coding

1. INTRODUCTION

Nowadays, an increasing number of video surveillance systems use
digital video coding standards and IP networks to compress and
transmit a huge amount of video data from cameras and storage
servers to a wide variety of terminals, from control rooms to wireless
PDAs. While Motion JPEG and MPEG-2 codecs have been largely
deployed, MPEG-4, AVC and JPEG 2000 codecs are now emerging
in video surveillance devices and systems.

Motion JPEG 2000 (MJ2) [1], the video le format encapsulat-
ing JPEG 2000 frames [2], presents several important and attractive
features for video surveillance systems. Compared to MPEG-based
systems, this intra compression standard offers a high robustness to
transmission errors and provides ne-grained temporal, spatial, res-
olution and quality scalability [3]. The coded bitstream can easily be
parsed and adapted in real-time following each of these scalabilities
without the need of expensive transcoding operations. This enables
the server to optimize the transmitted video quality according to the
client needs and decoding capabilities, and according to the vary-
ing network resources, with a minimum impact on its processing
requirements.

In this paper, we focus on JPEG 2000 video surveillance sys-
tems with xed cameras. Rather than transmitting each frame in-
dependently to the clients as it is generally done in the literature
for JPEG 2000 based systems, we adopt a conditional replenishment
scheme to exploit the temporal correlation of the video sequence. As

a rst contribution, we propose a rate-distortion optimal strategy to
select the most pro table packets to transmit. As a second contribu-
tion, we provide the client with two references, the previous recon-
structed frame and an estimation of the current scene background
calculated at the server side. The use of a second reference appears
to signi cantly improve the transmission system rate-distortion per-
formances.

The goal of our work is not to compete with other existing video
coding systems like AVC, but to propose a rate-distortion optimized
transmission system adapted to a JPEG 2000 video surveillance en-
vironment. Our simulations encourage the deployment of such video
surveillance systems taking advantage of the JPEG 2000 features
throughout the acquisition, analysis and transmission chain.

This paper is structured as follows. In Section 2, we present an
overview of the proposed replenishment system. In Section 3, we
remind the JPEG 2000 concepts useful for this work, and de ne two
replenishment methods. Section 4 presents the simulation results.
Conclusions are provided in Section 5.

2. SYSTEM OVERVIEW

Fig. 1. Overview of the proposed JPEG 2000 video transmission
architecture.

Figure 1 depicts the proposed transmission architecture. For
each frame, the system only transmits the JPEG 2000 data units
that are not properly approximated at the decoder, neither based on
the background estimate, nor based on the previous reconstructed
frame. As a consequence, the main concern of the sender is related
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to the selection of (i) the parts of the JPEG 2000 image that have to
be refreshed, and (ii) the level of quality associated with the corre-
sponding refreshments. The second issue addressed by the sender is
related to the background estimation. In the proposed system, an av-
erage background is computed based on Gaussian mixtures that col-
lect the statistics of past image samples in speci c pixel locations, as
presented in [4]. At regular time intervals, or when the current back-
ground estimate suf ciently differs from the reference background
available at the client, the current background is transmitted to the
receiver, and the reference background is updated.

3. CONDITIONAL REPLENISHMENT

The section is organized as follows. First, we review the speci cities
of the JPEG 2000 standard that are relevant to the design of our re-
plenishment decision engine. Then, we explain how rate-distortion
optimal replenishment decisions are taken in agreement with the
JPEG 2000 structure. Finally, we de ne two replenishment schemes
that differ by their ability to exploit the background estimate as a
replenishment reference.

3.1. JPEG 2000 image representation and code stream abstrac-
tion

The JPEG 2000 standard describes images in terms of their discrete
wavelet coef cients. Hence, a replenishment scheme dedicated to
JPEG 2000 contents decides to refresh or approximate the current
image wavelet transform, based on the knowledge of the wavelet co-
ef cients describing the reference background and previous images.
An important question raised by conditional replenishment is related
to the granularity of access to the current JPEG 2000 image coef -
cients. Speci cally, one needs to understand to which extent it is
possible to de ne the resolution, the subband, the position and the
reconstruction accuracy of the coef cients that are refreshed. That
issue is directly related to the JPEG 2000 format, which can be sum-
marized as follows.

According to the JPEG 2000 standard, the subbands issued from
the wavelet transform are partitioned into code-blocks that are coded
independently [2] [3] [5]. Each code-block is coded into an embed-
ded bitstream, i.e. into a stream that provides a representation that
is (close-to-)optimal in the rate-distortion sense when truncated to
any desired length. To achieve rate-distortion (RD) optimal scalabil-
ity at the image level, the embedded bitstream of each code-block is
partitioned into a sequence of increments based on a set of truncat-
ing points that correspond to the various rate-distortion trade-offs [6]
de ned by a set of Lagrange multipliers. A Lagrange multiplier λ

translates a cost in bytes in terms of distortion. It de nes the rel-
ative importance of rate and distortion. Given λ, the RD optimal
truncation of a code-block bitstream is obtained by truncating the
embedded bitstream so as to minimize the Lagrangian cost function
L(λ) = D(R) + λR, where D(R) denotes the distortion result-
ing from the truncation to R bytes. Different Lagrange multipliers
de ne different rate-distortion trade-offs, which in turn result in dif-
ferent truncation points. For each code-block, a decreasing sequence
of Lagrange multipliers {λq}q>0 identi es an ordered set of trunca-
tion points that partition the code-block bitstream into a sequence of
incremental contributions [6]. Incremental contributions from the set
of image code-blocks are then collected into so-called quality layers,
Qq . The targeted rate-distortion trade-offs during the truncation are
the same for all the code-blocks. Consequently, for any quality layer
index l, the contributions provided by layers Q1 through Ql consti-
tute a rate-distortion optimal representation of the entire image. It

thus provides distortion scalability at the image level. Resolution
scalability and spatial random access to the image result from the
fact that each code-block is associated to a speci c subband and to a
limited spatial region.

Although they are coded independently, code-blocks are not iden-
ti ed explicitly within a JPEG 2000 codestream. Instead, the code-
blocks associated to a given resolution are grouped into precincts,
based on their spatial location [2, 7]. Hence, a precinct corresponds
to the parts of the JPEG 2000 codestream that are speci c to a given
resolution and spatial location. As a consequence of the quality lay-
ering de ned above, a precinct can also be viewed as a hierarchy
of packets, each packet collecting the parts of the codestream that
correspond to a given quality among all code-blocks matching the
precinct resolution and position. Hence, packets are the basic access
unit in the JPEG 2000 codestream.

3.2. RD optimal replenishment

Given a targeted transmission budget and a reference image available
at the receiver, we now explain how to select the JPEG 2000 packets
of the current image codestream so as to maximize the reconstructed
image quality. As the JPEG 2000 codestream is composed of sets
of precincts organized in a hierarchy of layers, the problem consists
of selecting the indexes of the precincts to refresh and their quality
of refreshment, so as to maximize the reconstructed quality (or min-
imize the distortion) under the bit budget constraint. Non-refreshed
precincts are approximated based on the wavelet coef cients of the
reference image. The use of multiple reference images is described
in Section 3.3.

To simplify notations, and without loss of generality, the precincts,
originally de ned by their (r, p) indexes, are now labeled by a sin-
gle index i. To solve the problem ef ciently, we assume an additive
distortion metric, for which the contribution provided by multiple
precincts to the entire image distortion is equal to the sum of the
distortion computed for each individual precinct. We de ne dq(i)
and d0(i) to denote the distortion computed when the ith precinct is
approximated based on its q rst packets, i.e. its q rst layers, and
based on the reference image, respectively. We also denote sq(i) to
be the size in bytes of the q rst packets of the ith precinct and T the
bit budget. Based on the additivity assumption and because a packet
is only useful upon reception of all its ancestors, the problem can be
formulated as a Knapsack problem with precedence constraints [8].
Let q(i) denote the number of quality layers transmitted for the ith

precinct. Then, the RD optimal refreshment decisions are de ned by
the set {q(i)}i≤N that maximizes

�
i<N

(d0(i)− dq(i)(i)), subject
to
�

i<N
sq(i)(i) ≤ T . Formally, this Knapsack problem can be

solved based on dynamic programming [8, 9]. However, two speci-
cities of our problem simplify it, and make an iterative greedy so-
lution RD optimal.

First, the lower RD convex-hull of a precinct originates in the
RD point de ned by the reference image (R = 0) and goes through
all the refreshment solutions that involve a suf cient number of qual-
ity layers. This is because, in absence of a reference frame, the ben-
e t per transmission cost of a precinct packet decreases as the layer
index increases [6]. Hence, the succession of RD points correspond-
ing to an increasing number of layers sustains the lower RD convex-
hull in absence of reference. In the replenishment case, the lower RD
convex-hull is affected by the existence of a reference frame, and the
refreshment of a precinct only becomes worthwhile in the convex-
hull sense beyond a quality level for which the bene t (compared to
the quality achieved based on the reference frame) per unit of rate
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becomes larger than the relative gain offered by subsequent layers
of the precinct. Hence, for the ith precinct, the set of convex-hull
RD optimal solutions contains the reference precinct (R=0) and the
refreshment solutions involving more than qr(i) quality layers, with
qr(i) being the smallest value q such that

d0(i)− dq(i)

sq(i)
≥

d0(i)− dq+1(i)

sq+1(i)
(1)

Second, the bit budget constraint can be somewhat relaxed, with-
out impairing the overall performance of the communication system.
This is because all video communication applications rely on buffers
to absorb momentary rate uctuations. As a consequence, the few
bits that are saved (or overspent) compared to the bit budget allo-
cated to a frame just slightly increments (or decrements) the budget
allocated to the next frame.

As a consequence of the above observations, overall RD opti-
mality can be achieved at the image level by selecting the packets to
transmit so as to refresh the image precincts in decreasing order of
bene t per unit of rate, up to exhaustion of the transmission budget.
This approach is equivalent in principle to the one de ned in [7],
but is adapted to account for the availability of a reference image.
Formally, the iterative process can be de ned as follows.

Let qt(i, m) denote the number of layers already transmitted for
the ith precinct at stepm, and let q+

t (i, m) denote the next convex-
hull optimal refreshment level for the ith precinct at step m. Based
on the above discussion, q+

t (i, m) = qr(i) when qt(i, m) = 0, and
q+

t (i, m) = qt(i, m) + 1 in other cases. Based on these de nitions,
at the initial step, we have qt(i, 1) = 0 ∀i. Then, at each stepm, the
greedy process decides to improve the quality of the precinct i∗m that
provides the largest decrement in distortion per unit of transmission,
i.e.

im∗ = argmax
1≤i≤N

�
dqt(i,m)(i)− dq

+
t

(i,m)(i)
�

�
sq

+
t

(i,m)(i)− sqt(i,m)(i)
� (2)

To prepare the next iteration, qt(i, m+1) is set to qt(i, m) ∀i �= i∗m,
and to q+

t (i∗m, m) when i = i∗m. The process goes on iterating onm

as long as the bit budget is not exhausted.
The solution is RD optimal in the sense that, for the achieved

bit-budget, it is not possible to attain a lower reconstructed image
distortion based on different refreshment decisions. This is because,
by construction, it is not possible to nd a non-transmitted packet
that provides a larger gain per unit of rate than the gain provided by
a transmitted packet.

In practice, in our work, the distortion metric is computed based
on the Square Error (SE) of wavelet coef cients, and approximates
the reconstructed image square error [6]. Formally, let Bi denote the
set of code-blocks associated to precinct i, and let cb[k] and ĉb[k]
respectively denote the two-dimensional sequences of original and
approximated subband samples in code-block b ∈ Bi. The distor-
tion d(i) associated to the approximation of the ith precinct is then
de ned by

d(i) =
�
b∈Bi

w
2
sb

�
k∈b

(ĉb[k]− cb[k])2 (3)

where wsb denotes the L2-norm of the wavelet basis functions for
the subband sb to which code-block b belongs [6]. As an alternative
to the conventional SE metric, one can also consider a distortion de-
ned based on semantically meaningful weighting of the SE, so as
to take into account the a priori knowledge one may get about the
semantic signi cance of approximation errors. Assuming that the

information about the semantic relevance of approximation errors is
provided at the precinct level, we de ne the semantically weighted
distortion to be d′(i) = w(i)d(i), where w(i) denotes the seman-
tic weight assigned to the ith precinct. Semantically meaningful
weighted distortion metrics have already been considered in the past.
However, most earlier contributions exploit these metrics either be-
fore or during the encoding step. In contrast, our work supports the
posterior de nition of semantics weights, at transmission time, given
the pre-encoded stream.

3.3. Replenishment methods de nition

We now introduce the two replenishment methods that are consid-
ered in the simulations presented in Section 4. They are all based on
the greedy approach described in Section 3.2, but differ in the way
they de ne the reference image.

The CR (Conditional Replenishment) method follows the con-
ventional replenishment mechanism originally introduced in [10] and
adapted to the wavelet domain.

The CRB (CR with Background) method is novel and proposes
to consider both the previous image and the estimated background
as possible references for each precinct. In practice, for a given
precinct, the image that best approximates the precinct is selected as
the reference for that speci c precinct. Our simulations demonstrate
that CRB signi cantly outperforms CR in the surveillance scenario
of interest in our study.

4. RESULTS

The transmission methods have been tested exhaustively, but we
present the results on Speedway, a CIF video-surveillance sequence
captured with a xed camera at 25 fps. The original sequence, its
estimated background and the segmentation masks are available on
the WCAM project website [11]. Regarding the JPEG 2000 com-
pression parameters, the sequence has been encoded with four qual-
ity layers (corresponding to compression ratios of 2.7, 13.5, 37 and
76) and with three code-blocks per precinct (one in each subband).
In order to have a spatial coherence between the precincts at differ-
ent resolutions, we have chosen decreasing precinct sizes of 32x32,
16x16, 8x8, and 4x4 for the three remaining lowest resolutions. Re-
garding the rate control, the bit-rate has been uniformly distributed
on all frames in the three intra methods. With AVC, we have adapted
the quantization parameters to reach the expected bit-rates.

In these simulations, the background is sent only once at the be-
ginning of the transmission because it remains suf ciently constant
during the whole sequence. The transmission overhead is negligible,
as the compressed estimated background of Speedway has a size of
55 Kbytes.

Figure 2 compares the PSNR at different bit-rates of the CR,
CRB, MJ2 and MPEG-4 AVC (with three different Intra Periods, IP)
methods.

The CR method improves the MJ2 compression, which is the
less ef cient compression scheme, by 2 dBs at low bit rates be-
cause only the most relevant blocks are refreshed. The CRB method
outperforms these methods thanks to the estimated background that
concentrates the refreshment in the most changing areas.

At very low bit rates, the CRBmethod results are close toMPEG-
4 AVC. At 300 kbps, its PSNR is 1.5 dB below IP-10, 1.5 dB above
IP-5 and 7 dB above IP-2. Its performances are comparable to AVC
IP-2 at 1300 kbps. As mentioned in the introduction, the goal of
this paper is not to propose a new compression scheme compet-
ing with existing ones like AVC, but rather to increase the perfor-
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Fig. 2. Rate distortion curves of the proposed algorithms compared
with MJ2 and AVC. Frame rates and encoding parameters are de-
ned in the text.

mances of exible video surveillance transmission systems based on
JPEG 2000.

MJ2 CR

CRB Original

Fig. 3. MJ2, CR, CRB and AVC methods for the 25th frame of the
Speedway sequence transmitted at 235 kbps.

Snapshots of the Speedway sequence compressed with the CR,
CRB, MJ2 and AVC methods at 235 kbps are shown in Figure 3. As
we can observe, CR improves slightly the MJ2 method, increasing
mostly the precision on the vehicles. The CRB method improves the
global sequence quality by offering a high quality for the background
and a fair quality for the vehicles.

5. CONCLUSION

In this work, we have investigated the use of conditional replenish-
ment mechanisms to transmit JPEG 2000 video surveillance content.

We have explained how to take the refreshment decisions in a RD
optimal way. We have also demonstrated the bene t of using multi-
ple reference images for non-refreshed areas. In particular, we have
proposed to compute an estimate of the background of the scene
captured by a still camera, and have shown that such estimate signif-
icantly improves rate-distortion performances in video surveillance
scenarios. In addition, we have highlighted the exibility offered by
a JPEG 2000 transmission of video content by prioritizing the refresh
of scene areas that are a priori known to be semantically signi cant.

Interestingly, as a consequence of the JPEG 2000 intrinsic scal-
ability, the prioritization allows to dynamically allocate transmission
resources to the video content, but is independent of the JPEG 2000
codestream creation. Hence, it allows to allocate the rate to the con-
tent according to the user needs a posteriori, once the images have
been compressed and stored. For the same reason, our system can
be extended to a transmission to several clients, each client being
characterized by its own resources. Eventually, simulations have re-
vealed that the proposed system achieves close to AVC performance
at low rates, and signi cantly outperforms both naive independent
transmission of consecutive frames, and conventional replenishment
mechanisms. These results encourage the deployment of integrated
solutions able to store and transmit video surveillance content in
JPEG 2000 format.
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