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ABSTRACT

We analyze coarse-to-fine hierarchical representation of human ac-
tivities in video sequences. It can be used for efficient video brows-
ing and activity recognition. Activities are modeled using a sequence
of instantaneous events. Events in activities can be represented in
a coarse-to-fine hierarchy in several ways, i.e., there may not be a
unique hierarchical structure. We present five criteria and quanti-
tative measures for evaluating their effectiveness. The criteria are
minimalism, stability, consistency, accessibility and applicability. It
is desirable to develop activity models that rank highly on these cri-
teria at all levels of hierarchy. In this paper, activities are represented
as sequence of event probablities computed using the hidden Markov
model framework.

Two aspects of hierarchies are analyzed: the effect of reduced
frame rate on the accuracy of events detected at a finer scale; and
the effect of reduced spatial resolution on activity recognition. Ex-
periments using the UCF indoor human action dataset and the TSA
airport tarmac surveillance dataset show encouraging results.

Index Terms— Machine vision, Hidden Markov models, Hier-
archical systems.

1. INTRODUCTION

Human activities can be modeled at various scales, ranging from
a coarse scale that captures aggregate information to a fine scale
that reflects detailed characteristics. Activities can be divided into
smaller parts such as sub-activities and events that are localized in
time and space. The division proceeds till a level of detail that is
suitable to the intended application is attained. At the same time, the
model has to effectively address limitations of low video quality and
computation time. Coarse-to-fine hierarchical structures have been
successfully used to model images and objects ([1], [2], [3]).

There are several ways of decomposing activities to construct
a hierarchical structure. It may be useful to develop a set of guid-
ing principles to analyze the effectiveness of a hierarchy. In this
paper, we describe criteria based on existing work in 3D shape and
action modeling [4],[5]. The usefulness of coarse-to-fine event rep-
resentation is demonstrated for efficient indexing and browsing. This
addresses the effect of degrading video quality (reduced frame rate
and low resolution) on event detection. Event probability sequence
representation introduced in [6] is used in our experiments.

Several approaches have been proposed for activity modeling in
recent years. It is impossible to provide a good overview here. A
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good review is available in [7]. At the outset, it is perhaps worth dis-
tinguishing between approaches that construct a coarse to fine activ-
ity model using semantics ([8]), which involves manually specifying
the hierarchical structure. Since this is tedious and not readily scal-
able, we develop a statistical approach using hidden Markov models
(HMM).

The paper is organized as follows. Section 2 summarizes the
computation of event probability sequences. Section 3 describes the
five attributes and quantitative measures for evaluating the effective-
ness of hierarchical activity representations. Section 4 demonstrates
the efficacy of hierarchical structures using the UCF human action
dataset and the TSA airport tarmac surveillance dataset.

2. EVENT MODEL

The objective of an event model is perhaps best illustrated with an
example. In commonly performed human activities in an office envi-
ronment, activities can be thought of as a sequence of instantaneous
events. Each event signifies an important change in properties of
motion trajectory of objects (speed, direction, heading, etc.) that can
be semantically interpreted. For instance, the trajectory traced by a
hand in picking up an object lying on the desk can be represented by
the following sequence of events: start, extend hand, make contact
with object, grab object, withdraw hand. At a coarse scale, only the
grab object event may be sufficient. The sequences of events can be
obtained in several ways. Each activity and associated events can be
manually specified. The process is tedious and may not be scalable.
Alternatively, a model-based statistical method can be developed for
event detection.

In [6], activities are represented as a sequence of instantaneous,
probabilistic events. The representation is called an event probability
sequence. It is based on the hypothesis that certain stable transitions
at the state level of a HMM denote events. A brief overview and its
computation is described in this section.

Let O = {01, 02,..., OT} represent the observation sequence
of length T'. Specifically, O represents the extracted motion trajec-
tory of an object for T frames, where o, represents the 2-D pixel
location at frame ¢. The observed sequence O is assumed to be gen-
erated by a hidden state sequence Q@ = {q1,q2,...,qr} , wWhere
g € {1,2,...,N} and N is the model order of the HMM \ =
(A, B,1I). The HMM X = (A, B, II) is characterized by A = [a;;],
which is the state transition probability matrix of size N x N; B,
the output distribution associated with each state; and II, the intial
state probability vector [9]. For every ¢t = 1,2,...,T, the hidden
state g; can take one of IV values so that there N T possible state
sequences. The optimal state sequence is one among these N7 state
sequences. Most existing HMM-based techniques use the optimal
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state sequence in modeling. It is not necessary for the optimal state
sequence however, to reflect events that have a semantic interpreta-
tion. So, we explore other state sequences to detect events such that
stable transitions at the state level may be interpreted as events. The
number of distinct changes at the state level is finite and equal to
N? — N. The probability of change in passing from state i at time
t to state j at time ¢ + 1 (denoted as ¢ — 7) can be measured using
the variable &;(¢, 7) used in the Baum-Welch algorithm [9]:
gt(lv.]) = P(qt =1, Gt+1 :]|O7)‘) (D
For detecting stable changes, (1) is modified so that the proba-
bility of the following state transition is measured:

P— = ...l .= 2)

p frames p frames

The event probability variable 77 (4, 7) is defined as follows' [6]:

P(qt*]ﬂ = ivqi*P+1 = i7' 4t = ia
Qit1 = J, Qt+2 = Jy - -, Gt+p+1 = §|O, A), (3)

ni(i,j) =

forp=2,3,..., P, where P € N. pis referred to as the scale pa-
rameter. The most likely change among all possible distinct changes
in (3) is said to be an event € (k, 1), i.e.,

ey (k1) = max i (4, 7) “

A peak value in ef (k, 1) is interpreted as indicating that an event
occurred at time ¢ and the p** level. The event variable can be ef-
ficiently computed using the forward and backward variables of the
Baum Welch algorithm as follows [6]:

o —p(i)ag;bi(0r—p+1)bi(0t—p42) ... bi(0r)ai; x
bj(0t41)bj(0t42) - .. bj (0r4p+1)al;
bj(0t+2)Be4p+1(4)/P(O/A) ®

ni(i,j) =

where a4 (7) = P(01,02,...,0t,q: = i|\) is the forward vari-
able, B:(j) = P(0t+1,0t42,...,07|q¢ = j,A) is the backward
variable, a;; = P(q: = j|gt—1 = i) is the one-step transition prob-
ability from state i to 5 and b; (0;) = P(o¢|g: = 4) is the probability
of observing o; conditioned on the current state <.

The computation of event probability sequences is briefly sum-
marized. A detailed description is available in [6]. Training con-
sists of three steps: pre-processing to extract features such as motion
trajectories; estimating the HMM using the Baum-Welch algorithm
[9]; and computation of event probability sequences for every mo-
tion trajectory using the trained HMM. During testing, the given test
trajectory that is previously not used for training is used to compute
candidate event probability sequences for every trained HMM. The
candidate event probability sequences are compared with those com-
puted during the training phase using dynamic time warping [10] to
allow for non-linear time normalization.

!"There is a minor simplification in notation between the event variable
here and that described in [6]. The event variable n? (¢, 5) in [6] corresponds

to nf+1 (i, ) here. So, with the new notation, n{ (, j) def Ee(iy 7).

3. ANALYSIS

In this section, we describe five criteria that can be used to deter-
mine the effectiveness of a coarse-to-fine event representation. The
criteria are minimalism, stability, consistency, accessibility and ap-
plicability. They are based on those developed in and [4] and [11]
for 3D shape modeling, and extended by [5] to incorporate the effect
of covariates in modeling actions. Activities can be viewed as ob-
jects in spatio-temporal domain. So many criteria that are relevant
in 3D shape modeling can be readily extended to activity modeling.
We propose quantitative measures to evaluate the criteria.

3.1. Minimalism

An event representation should use a minimal number of model pa-
rameters required for an application. Generally, the number of pa-
rameters needed increases from coarse-to-fine scale. In statistical
event models, minimalism can be quantified using a suitable in-
formation theoretic criterion such as Akaike information criterion
(AIC), bayesian information criterion (BIC) or minimum length de-
scription (MDL) [12].

3.2. Stability

Events should be robust to small changes that are caused by imper-
fections in low-level processing techniques and noise. On the other
hand, sensitivity may be desirable at fine scales in order to distin-
guish between activities with subtle differences.

3.3. Consistency

Events should be consistent at every scale, i.e., the number of events
and the location of each event should converge in probability to the
true value as the number of samples grows. Consistency can be
quantified using a statistical test or a coefficient of consistency such
as Pearson’s test and Cronbach’s correlation coefficient. Pearson’s
test assumes that the underlying data is normally distributed, which
need not be valid in real data. So we use the Cronbach’s alpha coef-
ficient, which is defined as follows [13]:

K Eag(i

K—l(l_ 0’%, )7 (6)

where K is the total number of components, aii is the variance in
the i*" component and % is the total variance found by summing
across components. Ideally, o should be equal to 1, its maximum
value. In the case of event probability sequences, the components
are the number of peaks in the event probability and the location
of each event. So the number of components need not be constant
across activities or across scales in an activity. Each component has
to be normalized (mean-subtracted) before computing a.

3.4. Accessibility

The event representation should be constructed such that fundamen-
tal limitations are taken into account. For instance, it may not be
possible to determine fine details of an activity because of low video
resolution. Also, computationally feasible model estimation algo-
rithms should be available.
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Fig. 1. Sample images from UCF dataset. (a) open cabinet door,
(b)pick up object.

(@) (b)

Fig. 2. Sample images from the TSA airport surveillance dataset
with automatically extracted motion trajectories. (a) Luggage cart
activity around plane and leaves; ground crew walks around plane;
and to the gate, (b) Plane enters; luggage cart goes to plane; passen-
gers embark.

3.5. Applicability

Ultimately, application-specific performance measures decide effec-
tiveness of a model. The relative importance of above criteria may
be tuned to a specific application. For instance, stability of coarse-to-
fine structure may be more important for activity recognition rather
than anomaly detection. Applicability can be quantified using per-
formance measures that are such as recognition rate, ROC curves
and delay time in event detection.

4. EXPERIMENTS

In this section we highlight advantages of coarse-to-fine hierarchi-
cal activity representations for quick video browsing. Hierarchi-
cal structures readily lend themeselves to efficient browsing. When
browsing, activities can be compared at a coarse scale. Subsequent
comparison can be restricted to only those activities that are matched

(@ (b) (c)

Fig. 3. Events detected at different scales for trajectory of picking up
an object. The scale parameter p varies from (a) p = 3, (b) p = 6
(c) p = 8. Original video resolution is used in event detection.

at the coarse scale. Another way to reduce computational time is by
reducing the frame rate of test video sequences. These are illustrated
using the UCF and TSA datasets.

The UCF dataset consists of 60 video sequences of actions com-
monly performed in an office environment. The actions are classified
into the following classes: open door, close door, pick up object, put
down object, pick up object and put down elsewhere, pour water,
erase board. Figure 1 shows sample images from the dataset along
with automatically extracted motion trajectories of the hand. The
details of extracting motion trajectories (hand detection, tracking us-
ing mean-shift tracker and smoothing using anisotropic filtering) are
available in [14].

4.1. Consistency in event detection: effect of reduced frame rate

The UCF human action dataset is used to demonstrate consistency
in event detection along with the effect of video quality. Several mo-
tion trajectories of each activity is used to train a 4-state left-to-right
HMM. Event probability sequences are computed for every motion
trajectory as described in section 2. Events detected for picking up
an object is shown in figure 3. The dots represent events detected
along the trajectory traced out by the hand while picking up an ob-
ject lying on the desk. As expected, fewer events are observed at
the coarse scale (larger values of p) compared todetection in the fine
scale.

Results: Cronbach’s alpha co-efficient is used to quantify con-
sistency in the event representation across multiple observations at a
particular scale. The results are summarized in table 1. The effect of
reduced frame rate on consistency of events detected is also shown.
It is observed that the events detected remain reasonably consistent
at a reduced frame rate as well. The consistency measure changes
by 1.19% when the frame rate is reduced by half. This suggests
that computation of event probability sequences can be speeded up
by processing frames at a reduced rate without adversely impact-
ing event detection. If the frame rate is further halved, however,
there is a precipitous drop in performance. Also, many quantities in
the event computation (section 2) become ill-conditioned because of
fewer available data points.

4.2. Coarse-to-fine structure for efficient browsing: effect of re-
duced spatial resolution

The TSA airport tarmac surveillance dataset is captured by a sta-
tionary camera looking at an airport tarmac. It is approximately 120
minutes long and is captured at 30 frames per second and 320 x 240
resolution. Activities include movement of ground crew person-
nel, vehicles, planes and passengers embarking and disembarking.
Figure 2 shows samples images from the dataset along with the ex-
tracted motion trajectories. The following sequence of steps are used
to extract motion trajectories: background detection to detect mov-
ing objects, foreground segmentation. The KLT algorithm [15] is
initialized at the location of the detected moving blobs and object
trajectories are obtained.

The TSA dataset is used to illustrate the utility of accessibility
and applicability for activity recognition. In far-field surveillance
scenarios, moving objects may occupy only a few pixels on the im-
age plane. So it may not be possible to reliably extract trajectories of
objects that are far from the camera. At the same time, finer details
of motion may not be essential for recognizing activities of interest.
With this motivation, we set up an experiment to measure the effect
of downsampling on activity recognition. Specifically, motion tra-
jectories may not be accessible at coarse resolution. So we use the
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Table 1. Consistency of hierarchical event representation in the UCF
human action dataset measured using Cronbach’s alpha coefficient.
The maximum (and best) value of the coefficient is unity. Results
for different activities under two temporal resolutions to demonstrate
the trade-off between video quality and reliability of event represen-
tation. The average value is weighted by the number of activities in
each class.

Original | Reduced frame rate | % change
video (by a factor of 2)

Open door 0.82 0.81 1.22

Pick up object 0.94 0.95 1.06

Put down object 0.81 0.76 6.17

Close door 0.65 0.67 3.08

Pick up & put 0.68 0.70 2.94
down elsewhere

Pour water 0.77 0.71 7.79

Erase board 0.91 0.86 5.49

Weighted 0.84 0.83 1.19

average

number of foreground pixels as a feature instead of attempting to
accurately localize the object.

Activities were classified into four classes of movement: air-
craft, passengers, luggage cart and ground crew. HMMs for each
class were trained using multiple trajectories at the fine scale, and
event probability sequences computed. A 4-state left to right HMM
is used. At a coarse scale (spatial resolution is halved), the ob-
served number of foreground pixels are computed and used to train
an HMM and compute event probability sequences as before. Us-
ing a departure scenario, several synthetic cases were generated and
used to train an HMM. This was necessary the dataset consists of
only three departure scenarios that occur in entireity.

The testing phase consists of the following steps. Events are
compared at the coarse scale by matching event probability sequences
using dynamic time warping. If a match is found, event probability
sequences are computed at high resolution (original video resolu-
tion) using motion trajectories. Detected activities are classified into
one of the four classes of movement (defined in the training phase)
at the fine scale.

Results: Recognition rates for the aircraft departure activity are
presented below. The dataset contains three such scenarios (one of
whose trajectories were perturbed and used for training).

(i) At the coarse level, four segments were detected as aircraft
departure. The three expected segments were correctly identified.
The fourth segment was a false alarm that contained aircraft arrival.

(i1) The segments detected at the coarse level were analyzed fur-
ther to identify detailed activities. Recognition rates obtained for dif-
ferent activities were as follows. Movement of ground crew: 92%;
movement of luggage cart to plane: 100%; passengers embarking:
78%; plane departure: 100%. Some of the passengers were not cor-
rectly identified because of truncated trajectories after loss of track-
ing. In the fourth segment (false alarm), movement of passengers
and aircraft were not detected so that matching at the coarse level
can be rejected.

5. CONCLUSION

We presented five criteria and quantitative measures for evaluating
the effectiveness of coarse-to-fine hierarchical representations of hu-

man activities. Experiments using both indoor (UCF human action
dataset) and outdoor (TSA airport tarmac surveillance dataset) se-
quences demonstrate the usefulness of hierarchical structures for ac-
tivity modeling. It was shown that a reduced frame rate of computing
event probability sequences did not have a significant impact on con-
sistency in events detected in the UCF dataset. The effect of reduced
spatial resolution on activity recognition was demonstrated using the
TSA dataset. At low resolution, it was not possible to reliably extract
motion trajectories of individual objects. Instead, aggregate informa-
tion was used to identify activities in video segments. This reduces
computational time required, but compromises the level of detail in
modeling. Fine details of activities were extracted using motion tra-
jectories extracted at the original video resolution. As part of future
work, we will address minimalism and stability of hierarchical ac-
tivity representations.
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