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ABSTRACT

Label propagation and manifold ranking have been success-

fully adopted in content-based image retrieval (CBIR) in re-

cent years. However, while the global low-level features are

widely utilized in current systems, region-based features have

received little attention. In this paper, a novel transductive

framework based on correlated probabilistic label propaga-

tion is proposed for region-based images retrieval (RBIR),

which can be characterized by three key properties: (1) Uni-

fied feature matching (UFM) is chosen to measure the sim-

ilarity between two segmented images. (2) To represent the

segmented images in a uniform feature space, a generative

model is adopted and the probabilistic labels of each image

can be obtained. (3) In the retrieval process, multiple prob-

abilistic labels of training samples are propagated simultane-

ously on the weighted graph, and the correlation among dif-

ferent labels are explored. Experimental results on 10000 im-

ages show that our algorithm can greatly improve the retrieval

performance of the RBIR system.

Index Terms— Image databases, region-based image re-

trieval, manifold ranking, relevance feedback

1. INTRODUCTION

With the rapid increase of the volume of digital image col-

lections, content-based image retrieval (CBIR) has been an

active research area in recent years. At the beginning, much

work has been focused on looking for effective low-level rep-

resentation of images, and varieties of similarity measures

have been proposed. But the retrieval performance is far from

satisfactory because of the gap between high-level semantic

concepts and low-level visual features [1]. To narrow down

the gap, relevance feedback [2] has been introduced to involve

the user in the retrieval process and its significant effective-

ness has been proved by lots of researchers.

Recently, many machine learning methods have been ap-

plied to relevance feedback. The supervised methods consider

CBIR as a classification problem. Their goal is to train a clas-

sifier with the labeled samples, which can ultimately separate

all the images into two classes: one is relevant to the query

while the other not. Lots of work has been dedicated to the

construction of effective classifier, however, due to the lack

of training samples, the performance of the obtained classifier

may be unstable. Therefore, semi-supervised learning, which

does not only utilize the labeled examples, but also the unla-

beled ones, has attracted more and more attention. Manifold

ranking algorithm [3], which can well explore the relationship

among all the samples, has been successfully integrated into

CBIR [4]. Although global features are successfully adopted

for retrieval [4], it is believed that the performance will be

highly improved if we introduce manifold ranking algorithm

to the context of region-based image retrieval (RBIR), for

region-based low-level features accord with human percep-

tion better.

In this paper, we present a novel transductive framework

based on correlated probabilistic label propagation for RBIR.

In order to exploit the information in region-based features,

on the one hand, unified feature matching (UFM) [5] is adopted

to measure the similarity between two segmented images and

the weighted graph is constructed for label propagation; on

the other hand, based on a generative model, the segmented

images are represented in a uniform feature space and the

probabilistic labels of each image can be calculated. Con-

sidering the correlation among labels, the algorithm of cor-

related label propagation [6] is introduced to overcome the

disadvantage of propagating multiple labels independently on

the weighted graph. Then we calculate the similarity between

the images in the database and the user’s query, according to

which the retrieval results and the label set for relevance feed-

back can be obtained.

The rest of the paper is organized as follows: Section 2

gives a brief description of manifold-ranking based image re-

trieval. Then in Section 3, we describe our algorithm in detail.

Our experimental results are presented in Section 4, which is

followed by some conclusions in Section 5.

2. MANIFOLD-RANKING BASED IMAGE
RETRIEVAL

In [4], a learning framework named manifold-ranking based

image retrieval (MRBIR) is proposed, and the whole process

can be summarized as follows.

Let X = {x1,x2, · · · ,xn} be the set of images in the

database, f be a ranking function which assigns xi a ranking

score fi, y = [y1, y2, · · · , yn]T be a binary vector where yi

I  7891424407281/07/$20.00 ©2007 IEEE ICASSP 2007



indicates whether xi is a query image or not, d : X ×X → R
be the distance measure between two images.

In the framework of MRBIR, the K nearest neighbors of

each image are found out at first. By connecting the two

neighboring images xi and xj with a edge weighted by Wij =
exp[−d2(xi,xj)/2σ2], a graph, which takes each image as a

vertex, is formed to explore the relationship of all the images

in the feature space. Note that Wii is set to be 0 to avoid

self-reinforcement.

To achieve convergence, W is symmetrically normalized

by S = D−1/2WD−1/2, where D is the diagonal matrix with

(i, i)-element equal to the sum of the i-th row of W .

After constructing the weighted graph, all the images in

the database spread their ranking scores to their neighbors via

the graph. This is done by iterating f(t + 1) = αSf(t) +
(1 − α)y. The spread process does not stop until it reaches

a global stable state f∗, then the images with largest ranking

scores are selected as the retrieval results.

In the process of relevance feedback, considering the asym-

metry between relevant and irrelevant images, they should be

treated differently. Three different schemes are proposed in

MRBIR, and the scheme which simply reduces the contribu-

tion of the negative ranking scores performs slightly better.

Furthermore, three active learning methods are incorpo-

rated into MRBIR with difference principles when generating

label set in each round of relevance feedback. More details

can be found in [4].

3. CORRELATED PROBABILISTIC LABEL
PROPAGATION IN RBIR

3.1. Image segmentation and representation

To segment an image, the system first partitions the image

into non-overlapping blocks, and low-level features, such as

color and texture, are extracted in each block. In order to

make a tradeoff between the effectiveness of features and the

computational complexity, the block size is set to be 16×16

pixels. In image segmentation, JSEG algorithm [7] is adopted

for its flexibility of adjusting the number of regions. After

segmentation, an image xk can be represented by a set of re-

gions {R1(xk), R2(xk), · · · , RNk
(xk)}. The feature of the

region Ri(xk) is calculated as the mean feature vector of all

the block-based features in it. As in [8], each region Ri(xk)
corresponds to a saliency membership v[Ri(xk)], which is

directly proportional to the area of the region Ri(xk), and

inversely proportional to the average distance between each

member block of Ri(xk) and the image center. The saliency

membership of all the regions of image xk is normalized so

that
∑Nk

i=1 v[Ri(xk)] = 1.

3.2. Unified feature matching

In order to measure the similarity between two segmented

images, a novel fuzzy logic approach named unified feature

matching (UFM) is proposed [5]. In UFM, each region of

the segmented image Ri(xk) is characterized by a fuzzy set

R̃i(xk). Under the assumption that the fuzzy membership

function is Cauchy function, the fuzzy similarity measure for

two fuzzy sets S
[
R̃i(xm), R̃j(xn)

]
can be calculate effi-

ciently. Then we can calculate the similarity between two

images xm and xn as

S(xm,xn)=
1
2

Nm∑
i=1

v[Ri(xm)] lxn
i +

1
2

Nn∑
j=1

v[Rj(xn)] lxm
j (1)

where

lxn
i = max

1≤j≤Nn

S
[
R̃i(xm), R̃j(xn)

]
(2)

lxm
j = max

1≤i≤Nm

S
[
R̃j(xn), R̃i(xm)

]
(3)

As shown in [5], UFM measure greatly reduces the influ-

ence of inaccurate segmentation and provides very good per-

formance, so it is chosen in our system to combine with the

manifold ranking algorithm. Note that UFM represents the

similarity between images, while manifold ranking algorithm

needs a distance measure. We use the reciprocal of UFM as

the distance measure d for simplicity in our system.

3.3. Calculation of probabilistic labels

As in [8], we represent the segmented images in a uniform

feature space based on a generative model. After extracting

all the region-based features of the images in the database,

the feature dimensionality is reduced by principle component

analysis (PCA). Assume that each region-based features R is

generated by a Gaussian mixture model (GMM) composed of

M components,

p(R) =
M∑

n=1

αn p (R|μn, Σn) (4)

where p (R|μn, Σn) ∼ N(μn, Σn) is a normal distribution.

We can use Expectation Maximization (EM) algorithm to cal-

culate the parameters of the model.

Consider each Gaussian component as a label, we can

calculate the probabilistic labels of each region as L(R) =
[L1(R), L2(R), · · · , LM (R)]T ,where Lj(R) is given by

Lj(R) =
αj p (R|μj , Σj)∑M

n=1 αn p (R|μn, Σn)
(5)

Then the probabilistic labels of image xk, L(xk) = [L1(xk),
L2(xk), · · · , LM (xk)]T , can be calculated as the weighted

sum of the probabilistic labels of its regions:

Lj(xk) =
Nk∑
i=1

v[Ri(xk)] Lj [Ri(xk)] (6)
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3.4. Correlated probabilistic label propagation

After constructing the weighted graph by UFM measure and

calculating the probabilistic labels of each image, we can prop-

agate the probabilistic labels via the graph. The most direct

method is to spread all the probabilistic labels of the query im-

age xq independently. Then each image xk will correspond to

a vector, instead of only a number representing ranking score

as in [4]. By sorting the L2 distance between xk and xq, we

can get the retrieval results.

However, in GMM, some of the Gaussian components

may overlap each other in a certain degree. Therefore, some

of the probabilistic labels may be correlated. Obviously, the

above method does not take the correlation into account.

An algorithm of correlated label propagation is proposed

in [6], it formulates the framework as a linear programming

problem with an exponential number of constraints, and uti-

lizes the properties of submodular functions to solve the prob-

lem efficiently. The algorithm can be adopted and further

modified in our system for correlated probabilistic label prop-

agation, which is detailed as follows.

Let S be the symmetrically normalized weight matrix, Y
be a n×M matrix, where n is the total number of the images

in the database, and M is the total number of the components

in GMM. The element of Y is defined as: Yij = Lj(xi), if xi

is a query; Yij = 0, otherwise. Denote the label frequency

vector as p = [p1, p2, · · · , pM ]T , where pi =
∑n

k=1 Yki.

Then a new matrix Y ′ is obtained by sorting the columns of

Y according to pi in ascending order. Define matrix Ŷ as

Ŷij = Ω

(
j∑

k=1

Y ′
ik

)
(7)

where Ω(·) is the label kernel function [6].

Let F̂ (0) = Ŷ , and iterate F̂ (t+1) = αSF̂ (t)+(1−α)Ŷ
until the process converges. The limit of the sequence {F̂ (t)}
is defined as F̂ ∗, and matrix F

∗
can be obtained by

F
∗
ij =

{
F̂ ∗

ij , j = 1;

F̂ ∗
ij − F̂ ∗

i,j−1, j > 1.
(8)

then each image xk in the database will correspond to a vector

F
∗
k = [F

∗
k1, F

∗
k2, · · · , F

∗
kM ]T . We calculate the L2 distance

between image xk and the query image xq as ‖F ∗
k − F

∗
q‖,

then the images with smallest distances will be selected as

the retrieval results.

3.5. Relevance feedback and active learning methods

In the process of relevance feedback, the matrix Y is defined

as: Yij = Lj(xi), if xi is a positive sample; Yij = −Lj(xi),
if xi is a negative sample; Yij = 0, otherwise. Taking the

asymmetry between relevant and irrelevant images into ac-

count, we reduce the contribution of negative samples by a

parameter γ (0<γ<1) . This method is similar to that used in

[4], which has been proved effective.

Let the positive and negative sample sets be P and N ,

their size be |P| and |N |, respectively. The distance between

image xk and the user’s query can be defined as

D(xk,P,N )=
1
|P|

∑
xi∈P

‖F ∗
k−F

∗
i ‖−

1
|N |

∑
xj∈N

‖F ∗
k−F

∗
j‖ (9)

the return set consists of the images with smallest distances.

To effectively form the label set, active learning method

is adopted in our system. As in MRBIR, the most relevant

unlabeled images is chosen for user to label, which is the best

active learning scheme in [4].

3.6. Implementation issues

In our system, the weighted graph is constructed by connect-

ing only neighboring images, so the matrix S is sparse. How-

ever, there may be hundreds of mixture components in GMM,

therefore, the matrix F̂ is large, and the computational load

of the iteration process is heavy. To address this problem,

a candidate set consisting of the positive samples, the nega-

tive samples, and the K nearest neighbors of each positive

samples is constructed. Then the probabilistic labels of train-

ing samples are propagated via the sub-graph corresponding

to the candidate set, the return set and the label set are also

selected from the candidate set. As the candidate set may

exclude the false relevant images, the algorithm can also im-

prove the retrieval results, which will be demonstrated in the

experiments.

If the query image is not in the database, as the method in

[4], we can connect it with its K nearest neighbors, add one

row and one column to W , and perform the other operations

similarly with the enlarged matrix W .

4. EXPERIMENTAL RESULTS

The proposed algorithm is evaluated on the database of 10000

real-world images from Corel gallery. All the images be-

long to 100 semantic categories and 100 images in each cat-

egory. The region-based features adopted in the experiments

are color moments in LUV color space, color histogram in

HSV color space, coarseness vector and directionality. In the

experiments, the performance measurement used is the top-k
precision Pk, which is the percentage of the relevant images

in the top-k returned images. In order to make a reasonable

and fair comparison, Pk is averaged by 1000 query sessions,

in which the query images are selected randomly from the

whole database and kept the same in different algorithms. 4

rounds of relevance feedback are conducted in each query ses-

sion. During each round, 10 images are labeled by the user.

The parameters in the experiments are set as follows: the

numbers of neighbors when constructing the graph and form-

ing the candidate set are 100 and 50 respectively. The value
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of σ is set to be twice of the average distance of all the image

pairs. GMM is composed of 100 components. α is fixed at

0.99, consistence with the experiments in [3]. As in [4], the

number of iteration step is 50. The parameter γ for reducing

the contribution of negative samples is 0.5. And the expo-

nential function Ω(x) = 1 − e−x is chosen as label kernel

function, which provides good performance in [6].

The average precisions of manifold ranking (MR) algo-

rithm using different features and distance measures (global

features with L1 distance, global features with L2 distance

and region-based features with the reciprocal of UFM) are

shown in Fig. 1. We can draw a conclusion that the retrieval

results of the last experiment are the best, which indicates the

power of region-based features and UFM similarity measure.
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Fig. 1. Comparison of manifold-ranking algorithm using dif-

ferent features and distance measures.

Fig. 2 shows the performance of three algorithms for RBIR:

the manifold ranking algorithm, independent probabilistic la-

bel propagation (IPLP) and correlated probabilistic label prop-

agation (CPLP). For a fair comparison, all the three algo-

rithms adopt UFM as similarity measure, construct the same

weight graph, and introduce the candidate set. The compari-

son of retrieval performance shows the effectiveness of prob-

abilistic labels, since the latter two algorithms can achieve

higher precision than the manifold ranking algorithm. It is

also shown that by exploring the correlation among proba-

bilistic labels, the algorithm of correlated probabilistic label

propagation can achieve better retrieval results.
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Fig. 2. Comparison of three label propagation algorithms for

RBIR.

5. CONCLUSIONS

In this paper, we combine correlated label propagation with

manifold ranking algorithm, and present a novel transductive

framework for RBIR. In our method, UFM is utilized to mea-

sure the similarity between two segmented images effectively,

representation based on GMM is introduced to calculate the

probabilistic labels of each image. To overcome the disadvan-

tage of propagating multiple labels independently and explore

the correlation among labels, the algorithm of correlated label

propagation is integrated in our system. Experimental results

demonstrate the effectiveness of our proposal.
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