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ABSTRACT

This paper deals with all-in-focus image reconstruction by
merging multiple differently focused images. We previously
proposed a method of generating an all-in-focus image from
multi-focus imaging sequences based on a 3-D ltering. In
this paper, we rst combine the sequence into a 2-D image.
Just by applying a 2-D lter to the image, we realize fast re-
construction of all-in-focus images robustly. In order to re-
duce the cost of image acquisition, the optimal number of
multiple differently focused images is also discussed. In ad-
dition, we introduce a simple estimation method utilizing the
2-D lter for the parameter of 3-D blurs. We show experimen-
tal results of fast all-in-focus image reconstruction by using
synthetic and real images.

Index Terms— Image restoration, image reconstruction

1. INTRODUCTION

In order to generate a certain image such as an all-in-focus
image by using multiple differently focused images, conven-
tional methods[1, 2, 3, 4] usually analyze each acquired image
independently and merge them into a desired image. These
methods are not easy to extend for merging very many im-
ages. Therefore, we deal with various methods of integrating
the multiple differently focused images into desired images
directly[5, 6].
We previously proposed a method of all-in-focus image

reconstruction by applying a 3-D lter to themulti-focus imag-
ing sequences[6]. However, the cost of such a 3-D ltering
is not inexpensive, if the number of multiple differently fo-
cused images or the image size increases. In this paper, we
derive a novel 2-D relation between the multi-focus imaging
sequence and the desired image. Based on the relation, simple
and fast all-in-focus image reconstruction is realized robustly
even just by using a 2-D lter instead of the previous 3-D one.

In addition, in order to reduce the cost of image acquisi-
tion, the optimal number of original multiple differently fo-
cused images is discussed. We also introduce a simple es-
timation method utilizing the 2-D lter for the parameter of
3-D blurs.
We show experimental results of simple and optimal all-

in-focus image reconstruction by using synthetic and real im-
ages. The novel method realizes both high-speed and robust-
ness.

2. SCENE ANALYSIS USING A MULTI-FOCUS
IMAGING SEQUENCE

We previously derived the relation between spatial informa-
tion of a scene and a sequence of multiple differently focused
images on certain imaging planes P0 ∼ PN−1 by using a
convolution of a 3-D blurring lter as shown in Fig.1 under
a geometrical blurring model[6]. Let the lter be denoted by
h(x, y, z; r), the relation can be expressed as follows:

g(x, y, z) = h(x, y, z; r) ∗ f(x, y, z) , (1)

where f(x, y, z) corresponds to the scene through a geomet-
rical transformation and g(x, y, z) consists of the acquired
multi-focus imaging sequence after image size correction, re-
spectively. The lter h(x, y, z; r) expresses how the scene is
defocused in the sequence, where r corresponds to the radius
of the iris. In the frequency domain, the convolution is trans-
formed as follows:

G(u, v, w) = H(u, v, w; r)F (u, v, w) . (2)

By analyzing H(u, v, w; r), we can know how the sequence
g(x, y, z) preserves spatial frequencies of the scene f(x, y, z).

3. FAST ALL-IN-FOCUS IMAGE GENERATION

Let 1-D and 2-D Gaussian blurs with the variance of σ 2 be
denoted by p(x; σ) and p(x, y; σ), respectively (we de ne
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Fig. 1. A 3-D blur combines the scene and acquired images.
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Fig. 2. Characteristics of h(x, y, z) and c(x, y) in the fre-
quency domain (r = 0.2 andNx = Ny = 128, N = 64).

lim
σ→0

p = δ). Here, we replace a geometrical blur, the radius

of which is R, with a Gaussian blur of σ = R/
√

2 [1]. Then,
the 3-D blur can be expressed as follows:

h(x, y, z; r) = p(x, y; r|z|/√2) , (3)

H(u, v, w; r) = Np(w; r|s|/√2) , (4)

where s2 = Kx
2u2 + Ky

2v2, if the corrected size of images
is denoted by (Nx, Ny) and (Kx, Ky) = (N/Nx, N/Ny).
For simplicity, we rewrite H(r) = H(u, v, w; r). We previ-
ously proposed a method of generating an all-in-focus image
a(x, y, z) (any z will do) from the multi-focus imaging se-
quence g(x, y, z) without any scene estimation of f(x, y, z)
as follows:

A(u, v, w) = H(0.0)F (u, v, w)
= H(0.0)H−1(r)G(u, v, w) ,

(5)

whereA(u, v, w) denotes a(x, y, z) in the frequency domain.
Interestingly, we can de neH(0.0)H−1(r) above as a single
lter that uniquely exists and remains robust for all (u, v, w).
Therefore, all the frequency components of a(x, y, z) are re-
constructed from the multi-focus imaging sequence g(x, y, z)
by the 3-D ltering of Eq.(5).
The method obtains good results very robustly in compar-

ison with ordinary all-in-focus image reconstruction from a
single degraded image by a 2-D deconvolution. However, the
cost of such a 3-D ltering is not inexpensive, if the num-
ber of multiple differently focused images or the image size
increases. In order to reduce the cost, here, we introduce a
novel method of replacing the 3-D ltering of Eq.(5) with a
certain 2-D one. First, we de ne 2-D information as follows:

a(x, y)=
∫

fdz , b(x, y)=
∫

gdz , c(x, y)=
∫

hdz . (6)
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Fig. 3. Simulations of all-in-focus image reconstruction:
(a),(b) the assumed scene, (c)∼(e) a synthetic multi-focus
imaging sequence, (f)∼(h) reconstruction results of 3-D and
2-D ltering methods.

Then, we obtain the following relation from Eq.(1):

b(x, y) = c(x, y) ∗ a(x, y) , (7)
B(u, v) = C(u, v)A(u, v) , (8)

where, for example, B(u, v) denotes b(x, y) in the frequency
domain. We notice that a(x, y) equals an all-in-focus image.
We show the characteristics of h(x, y, z) and c(x, y) in the
frequency domain for r = 0.2 and Nx = Ny = 128, N =
64 in Fig.2. Since C(u, v) is always larger than 1 as shown
in Fig.2(b), we can reconstruct an all-in-focus image a(x, y)
robustly as follows:

A(u, v) = C−1(u, v)B(u, v) , (9)

where C−1(u, v) uniquely exists and remains robust for all
(u, v). The cost of such a 2-D ltering is much smaller than
the cost of the previous 3-D one.

4. SIMULATIONS USING SYNTHETIC IMAGES

We assume a scene that has a certain texture and various depths
as shown in Fig.3(a) and (b) in order to synthesize a multi-
focus imaging sequence g(x, y, z) in Fig.3(c)-(e), where the
center regions in acquired images are far from a viewpoint.
The sequence consists of 64 images having 128×128 pixels
and it is structured with r = 0.2.
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Fig. 4. Some conditions achieving good quality of recon-
structed all-in-focus images: (a) the number of acquired im-
ages, (b) depths where the scene exists, (c) difference between
estimated r and real r=1.0.

We reconstruct an all-in-focus image in Fig.3(f) by apply-
ing the previous 3-D lter to the sequence as Eq.(5). Based on
the novel 2-D ltering of Eq.(9), we can also reconstruct an
all-in-focus image in Fig.3(h) after combining the multi-focus
imaging sequence g(x, y, z) into a degraded image b(x, y) in
Fig.3(g). We notice that the degraded image has ne quanti-
zation step size of 64 times.
In order to estimate the quality of reconstructed images,

we compare them with the original texture to calculate PSNR.
Actually, 64×64 pixles in the center are used for the compar-
ison. By using Pentium-III 866MHz on IBM ThinkPad X23,
the previous 3-D ltering spends 7.80 seconds with given
H(0.0)H−1(r) to gain 36.77dB, and the novel 2-D ltering
spends 0.21 seconds with given C−1(u, v) to gain 34.86dB.
The results show that the 2-D method realizes all-in-focus
image reconstruction much faster than the previous one and
gains almost the same quality without any visible artifacts.
Next, we discuss the optimal number of original acquired
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Fig. 5. Estimation of the optimal image acquisition and the
3-D blur parameter r.

multiple differently focused images for good quality of re-
constructed images. Here, the 3-D lter is used to estimate
the robustness of our approach itself. Even if the iris is xed,
when we decrease the number of acquired images by setting
image planes in Fig.1 sparsely, r becomes larger. The quality
variation of reconstructed images against the number of ac-
quired images N is shown in Fig.4(a). We assume that the
iris is xed where r = 1.0 for N = 64. We notice that gener-
ated images are not clearly focused against smallerN , that is,
larger r. We should set image planes in Fig.1 more closely
in order to prevent r from getting too large. At the same
time, as shown in Fig.4(a), where N > 64, that is, r < 1.0,
the improvement of the quality is very little. Therefore, the
number of acquired images N should be determined where
r is close to 1.0. In Fig.4(b), we show the quality variation
against depths where the scene exists. In this simulation, we
set N =64, r=1.0 and assume that the scene exists at a con-
stant depth z. In case of z=32, which is the center of focused
depths, the best quality is obtained. Reconstructed images of
z = 32−α and z = 32+α have the same quality. In case
of |α| > 32, the depth is not in focus on any acquired im-
age, and so reconstructed images are not meaningful. On the
other hand, the depth of |α|<16 can be clearly reconstructed
enough. Moreover, we notice that if the scene exists at z≥ l,
g(x, y, z) of z < l can be predicted well from g(x, y, l) by
applying an ordinary 2-D blurring lter. That is to say, if the
scene exists at l ≤ z ≤m, we need to acquire just g(x, y, z)
of l≤ z ≤m in Fig.1. The other images can be synthesized
from g(x, y, l) and g(x, y, m). In Fig.5(a), by settingN =64,
r=0.2 and assuming that the scene exists at 16≤ z≤48 like
Fig.3(b), we show the quality variation of reconstructed im-
ages against the number of synthesized images from g(x, y, l)
and g(x, y, 63− l) instead of the original acquired images. It
is notable that even just acquired images that are in focus on
16≤z≤48 (l=16) can realize good quality of reconstruction.
The other images can be synthesized from the acquired im-
ages well for integration and reconstruction and do not need
to be actually acquired.
By the way, if we do not know camera parameters, we

must estimate r from acquired images themselves. The qual-
ity variation of reconstruction against difference between es-
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Fig. 6. Reconstruction of an all-in-focus image from real
images: (a)∼(c) an acquired multi-focus imaging sequence,
(d)∼(f) results of 3-D and 2-D ltering methods.

timated r and real r = 1.0 is shown in Fig.4(c). They have
insuf cient or too strong contrasts against smaller r or larger
r, respectively. If the estimation error is smaller than about
20%, they almost preserve the quality. In the previous paper,
for the estimation of r, we apply the 3-D lterH(0.0)H−1(r)
of various r to the sequence and generate images that would
be all-in-focus images as Fig.3(f) when r is correct. In this
paper, we use the novel 2-D lter C−1(u, v) of various r in-
stead of the 3-D lter for fast estimation. One of these gen-
erated images, that is denoted by ā(r), is compared with the
original sequence (we rewrite gz(x, y) = g(x, y, z)). First, at
each pixel appropriate r is estimated as follows:

r̄(x, y) = max
z

arg min
r

∣∣∣∣∣
σ2

gz
(x, y)−σ2

ā(r)(x, y)

σ2
gz

(x, y)+σ2
ā(r)(x, y)

∣∣∣∣∣ , (10)

where σ2
I (x, y) means the variance of intensity in the regions

of 5×5 pixels around (x, y) of the image I . Then, we estimate
nal r using the weighted mean of them as follows:

r =
∑
x,y

σ2
ā(r̄)(x, y)r̄(x, y)

/ ∑
x,y

σ2
ā(r̄)(x, y) . (11)

For the simulation, we apply this estimation method to the
sequence of r=0.5. We show the weight against r in Fig.5(b).
Finally, r=0.55 is obtained and its error is smaller than 20%.

5. EXPERIMENTS USING REAL IMAGES

We experiment using a multi-focus imaging sequence of real
images as shown in Fig.6(a)-(c). Each image has 512×256

pixels and the sequence consists of 64 images. Based on our
previously proposed method[5], we correct the size of actu-
ally acquired images to be t to the condition described in
Sect.2. The 3-D blur parameter of the corrected sequence is
estimated as r=0.36. We reconstruct an all-in-focus image in
Fig.6(d) by applying the previous 3-D lter to the sequence.
By integrating the sequence g(x, y, z) into a degraded im-

age b(x, y) in Fig.6(e), we also reconstruct an all-in-focus im-
age in Fig.6(f) with the novel 2-D lter. Actually, we use sub-
sampled 16 images from g(x, y, z) of 16 ≤ z < 48 with 16
predicted images (l=8) and set r=0.72 for the 2-D method.
The previous method spends 257.16 seconds and the novel
one spends 7.05 seconds. The novel one realizes all-in-focus
image reconstruction much faster without awful artifacts.

6. CONCLUSION

In this paper, we proposed a simple and fast reconstruction
method of all-in-focus images using a novel 2-D lter from
acquired multi-focus imaging sequences. The optimal num-
ber of acquired images that reduces the cost of image acqui-
sition and preserves the quality of reconstruction is also dis-
cussed. In addition, the 2-D lter can estimate the 3-D blur of
the sequence much faster than the 3-D method.
In the future, we would like to extend the method for fast

reconstruction of free viewpoint images[6]. The hardware im-
plementation to realize our proposed method with real-time
speed for all-in-focus video[3] will be also considered.
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