
TRAINING-BASED COLOR CORRECTION FOR CAMERA PHONE IMAGES

Hasib Siddiqui and Charles A. Bouman

School of Electrical and Computer Engineering
Purdue University, West Lafayette, IN 47907-1285, USA

ABSTRACT

In this paper, we propose a method for improving the color rendition
of low quality cell phone camera images. The proposed method is
based on a multi layer stochastic framework whose parameters are
learned in an of ine training procedure using the well known ex-
pectation maximization (EM) algorithm. The color correction algo-
rithm functions by rst making soft assignments of images into de-
fect classes and then processing images in each defect class with an
optimized algorithm, which we refer to as resolution synthesis-based
color correction (RSCC). The parameters of the color correction al-
gorithm are trained using pairs of low quality images, obtained from
real cell phone cameras, and high quality spatially registered refer-
ence images, captured with a high quality digital still camera.

We present experimental results comparing the performance of
our method to some existing commercial color correction algorithms.

Index Terms— Color correction, color cast, cell phone camera.

1. INTRODUCTION

Recently, cell phone cameras have become very popular because of
their portability and multipurpose functionality. The images cap-
tured using cell phone cameras appear to have acceptable quality
when viewed on the mobile LCD screens. However, when down-
loaded to a computer and viewed on a high quality CRT/LCD dis-
play, the colors in a cell phone camera image seem off from colors
in the original scene. The objectionable colors may appear either as
an unwanted color cast, characterized by a single color dominant in
the entire image, or local hue shifts that may affect different portions
of the captured image differently.

The unwanted color casts in an image can potentially be cor-
rected using color constancy processing [1]. One important contri-
bution in color constancy processing is color by correlation proposed
by Finlayson et al. [2]. The method exploits the correlation between
scene illuminants and global distribution of image colors to deter-
mine the optimal linear color transformation for color correcting the
input image.

An important contribution in digital color enhancement is multi
scale retinex with color restoration (MSRCR) [3]. The goal of the
MSRCR algorithm is to improve the overall image quality by pro-
viding simultaneous contrast enhancement, dynamic range compres-
sion, and color constancy. However, in our experience, the MSRCR
algorithm shows limited success in improving the color rendition of
low quality cell phone camera photos.

In this paper, we propose a novel algorithm for improving the
color rendition of low quality cell phone camera images. The al-
gorithm is based on a multi layer stochastic framework that draws
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inspiration from color by correlation [2] and resolution synthesis
(RS) [4, 5]. Similar to the concept in [2], a training procedure is
used to learn the parameters for the probability distribution of colors
from a set of cell phone camera images displaying a particular type
of global color distortion. Next, global color attributes of the test
image are used to compute the likelihood that the observed colors in
the image are due to each of the global color distortions learned dur-
ing training. Based on the computed likelihoods, an optimal color
transformation is determined for correcting the image. Unlike in [2],
the color transformation is non-linear and spatially variant. Using a
scheme similar to RS [4, 5], the color transformation at a pixel lo-
cation is determined by the color of neighboring pixels in the local
window. We use pairs of low quality images obtained from a multi-
tude of cell phone camera sources and spatially registered reference
images to train our algorithms. The reference images are captured
with a high quality camera and are spatially registered to sub-pixel
accuracy. The resulting pairs of images accurately represent the real-
world non-idealities typically found in real mobile camera pictures.

2. MULTI LAYER FRAMEWORK FOR COLOR
CORRECTION

The proposed color correction scheme uses a two layer hierarchi-
cal classi er in order to identify the color distortion at a given pixel
location in the input image. Figure 1 shows how global image clas-
si cation and local color classi cation are arranged in a hierarchical
framework.

The global image classi er determines the likelihood that the in-
put image suffers with a particular color defect commonly found in
mobile camera pictures. In this paper, we use 4 defect classes to
characterize global color distortions in cell phone camera images:
(1) Global class 1 represents images with reddish color cast; (2)
Global class 2 represents images with greenish/yellowish color cast;
(3) Global class 3 represents images with bluish color cast; and (4)
Global class 4 represents images with no dominant color cast. Ex-
ample images for the 4 global classes are shown in gure 2. In each
column, the top image is a cell phone camera image, while the bot-
tom image is a reference image. The reference image is a picture
of the same scene taken under the same lightning conditions using a
high quality digital still camera. The assigned class labels are based
on the observed color shift in the cell phone camera image with re-
spect to its reference.

After global classi cation, images from each defect class are
processed using a non-linear color correction algorithm which we
call resolution synthesis-based color correction (RSCC). This algo-
rithm is similar to the resolution synthesis predictor developed by
Atkins et al. [4, 5], but it is adapted for color correction rather than
resolution enhancement. The RSCC algorithm extracts the color fea-
ture vector from a neighborhood around the current pixel and per-
forms its soft classi cation into a number of local color subclasses.
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Fig. 1. Multi layer structure of color correction. The input image is rst classi ed into multiple classes using the global color classi cation
algorithm, then the average color in a local window is classi ed into multiple subclasses using a local color classi cation algorithm. The input
pixel is processed with linear color transforms optimized for individual classes and subclasses, and the results of individual color transforms
are combined to determine the color of the output pixel.
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Fig. 2. Typical examples of the global classes assigned to camera
phone images.

An af ne color transform associated with each subclass is next ap-
plied to the current pixel, and the outputs of the RSCC color trans-
forms are combined to compute the nal color corrected image.

3. COLOR CORRECTION ALGORITHM

Figure 3 shows a ow diagram of the color correction algorithm. We
assume that the input cell phone camera image is in the sRGB color
space with the RGB color values ranging from 0 to 255. The cell
phone camera image is rst input to the global classi cation algo-
rithm. The global classi cation algorithm uses a stochastic image
model to perform a soft classi cation of the image into four global
classes. The global classes are as shown in gure 2. The output
of the global classi cation algorithm is a set of 4 values ρk, where
0 ≤ ρk ≤ 1 and

∑4
k=1 ρk = 1. Each ρk gives a measure of the like-

lihood that the input image belongs to the global class k. The cell
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Fig. 3. Flow diagram of color correction algorithm.

phone camera image is next processed with each of the four RSCC
predictors. Each RSCC predictor processes the input image to re-
move the color distortions associated with its global class. Finally,
the outputs of the RSCC algorithms are combined using the global
classi cation weights to yield the color corrected image.

3.1. Resolution Synthesis based Color Correction (RSCC)

Figure 4 shows the structure of the non-linear RSCC predictor. The
prediction parameters comprise the classi cation parametersΘk and
color transform parametersΨk, where 1 ≤ k ≤ 4, and are estimated
in an of ine training process.

For each RSCC algorithm, the training procedure is run inde-
pendently using a separate set of training data. The training data
comprises pairs of low quality cell phone camera images, belonging
to a speci c class of global color distortions, and their correspond-
ing high quality reference images. The reference images are spatially
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Fig. 4. Illustration of the RSCC predictor. For each global class k
there is an optimized RSCC algorithm with classi cation parameters
Θk and color transform parametersΨk.

registered to the cell phone camera images to sub-pixel accuracy. For
image registration, we use the sub-pixel registration software devel-
oped by Han [6].

To explain the working of the RSCC predictor, we shall adopt
the following notation. We will use z to denote the RGB color value
of the current pixel in the cell phone image, x to denote the RGB
color value of the current pixel in the reference image, and x̂k to
denote the value of x as estimated by the RSCC algorithm. Further,
we shall use y to denote the color feature vector that is used for
classi cation of the local window in the input image.

The RSCC algorithm assumes that the color feature vector is
conditionally distributed as a mixture distribution with parameters
Θk given the global defect class k. The algorithm works by rst
computing the probability that y belongs to a particular subclass j
in the mixture. The input pixel z is then processed with the optimal
af ne color transforms associated with the individual subclasses. Fi-
nally, the output of the RSCC predictor x̂k is computed as a lin-
ear combination of the outputs of all Lk color transforms with the
weighting function for the j-th color transform corresponding to the
probability that the image data is in subclass j.

3.1.1. Optimal Prediction

In this subsection, the output of RSCC is derived as an MMSE pre-
dictor, assuming that the prediction parametersΘk andΨk are known.
The training process for computing the estimates of Θk and Ψk is
similar to that in [5]. We shall follow the convention of using upper-
case letters for random variables and lower-case letters for their re-
alizations.

The following three assumptions are made about the image data.
Assumption 1: The local color feature vector Y is condition-

ally distributed as a multivariate Gaussian mixture distribution given
the class membership K of the input image. The conditional density
shall be denoted as p (y|Θk), where Θk represents the Gaussian
mixture model (GMM) distribution parameters that comprise the
cluster means μj|k, the cluster covariancesΛj|k

2, the cluster proba-
bilities πj|k, and the number of clusters in the mixture Lk. We write

the GMM distribution parameters asΘk =
{
πj|k,μj|k,Λ

2
j|k
}Lk
j=1

.

Assumption 2: The conditional distribution of X given Z ,
J , and K is multivariate Gaussian, with mean AJ|Kz + βJ|K .
The RSCC prediction parameters, represented by Ψk, are obtained
directly from the parameters for these distributions. So we write

Ψk =
{
Aj|k,βj|k

}Lk
j=1

.

Assumption 3: The subclass J is conditionally independent of
the vectors X and Z , given the color feature vectorY and the global
class K. Formally, this means that

p (j|z,x,Θk) = p (j|y,Θk) . (1)

Using these assumptions, for each RSCC predictor, we may com-
pute the MMSE estimate as

X̂k = E [X |Z ,K = k] (2)

=

Lk∑
j=1

E [X |Z ,K = k, J = j] p (j|Z ,Θk) (3)

=

Lk∑
j=1

(
Aj|kZ + βj|k

)
p (j|Y ,Θk) . (4)

Equation (4) is obtained by invoking assumptions 2 and 3, and
using the fact that p (j|Z ,Θk) =

∫
p (j|Z ,x,Θk) p (x|Z)dx. The

distribution p (j|y,Θk) can be computed using Bayes’ Rule as fol-
lows

p (j|y,Θk) =

πj|k|Λj|k|−1 exp

{
− 1

2

∥∥∥Λj|k
−1(y − μj|k)

∥∥∥2
2

}

∑Lk
m=1 πm|k|Λm|k|−1 exp

{
− 1

2

∥∥∥Λ−1
m|k(y − μm|k)

∥∥∥2
2

} ,

(5)

where ‖.‖2 denotes the L2 norm. The nal estimate, X̂ , for the color
corrected pixel is computed using the relation

X̂ =
4∑

k=1

ρkX̂k. (6)

3.1.2. Extraction of Color Feature Vector

The color feature vector y is 3-dimensional and contains color in-
formation extracted from a 9 × 9 local window in the input im-
age. To obtain the feature vector, we rst compute an average of
the RGB color values, denoted by Ra, Ga, and Ba, of similar pix-
els in the local window. To make the notion of similar pixels more
concrete, we perform a color segmentation of the input image using
the algorithm described in [7]. The RGB color averages are then
computed using only those pixels in the local window that belong
to the same color segment as the center pixel. Next, the average
chromaticity values are computed as ra = Ra/(Ra + Ga + Ba),
ga = Ga/(Ra + Ga + Ba), and ba = 1 − ra + ga. Finally, the
feature vector y is formed using the following three uncorrelated de-
scriptors of local color: Ya = (0.30Ra + 0.59Ga + 0.11Ba)/255,
rga = ra − ga, and yba = (ra + ga)/2− ba.

3.2. Global Classi cation Algorithm

To compute the global classi cation weights ρk, the global classi -
cation algorithm computes the local color feature vector ymn at each
pixel (m,n) in the input image. Assuming that the conditional den-
sity of Ymn given the global class membership K is a multivariate
Gaussian mixture distribution with parameterΘK , the global classi-

cation algorithm computes the posterior class distribution for each
pixel (m,n) in the image as

p(k|ymn,Θk) =
p(ymn|k,Θk)p(K = k)∑M
k=1 p(ymn|k,Θk)p(K = k)

. (7)
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ρ1 ρ2 ρ3 ρ4 Dominant class

0.099 0.721 0.072 0.108 2

Table 1. Results of global image classi cation.

Assuming a uniform prior class distribution, P (K = k) = 1/4,
the posterior class distribution can then be written as

p(k|ymn,Θk) =
p(ymn|k,Θk)∑4
k=1 p(ymn|k,Θk)

, (8)

and the global classi cation coef cients, then computed as

ρk =
1

MN

M−1∑
m=0

N−1∑
n=0

p(k|ymn,Θk), (9)

where M and N are the height and width of the input image.

4. EXPERIMENTAL RESULTS

The training data for optimizing the global classi cation and RSCC
prediction parameters was obtained using one high quality digital
still camera, a Nikon D-100, and two low quality camera cell phones,
a Nokia 3650 and a Sony Ericsson P900. The performance of the
color correction algorithm was evaluated on a set of 220 test images
obtained from 6 different camera cell phones: Motorola V600, Sony
Ericsson P900, Sony Ericsson T300, Samsung E715, Nokia 3650,
and JPhone Sharp J-SH52. None of the test images was used for
training the algorithm.

In gure 5, we compare the performance of the proposed method
to other commercial color algorithms on an example cell phone im-
age. Figure 5(a) shows the low quality cell phone camera image
captured using a Nokia 3650. Figure 5(b) shows the high quality
reference image obtained using a Nikon D-100. Figures 5(c) - (e)
show processed cell phone images with 3 commercial color correc-
tion algorithms: “Auto Color” algorithm in Adobe R© PhotoShop R©
7.0, “Smart White Balance” algorithm in Corel R© Paint Shop Pro R©
X, and “Retinex” algorithm in TruView PhotoFlair R©. Figure 5(f)
shows the result from the proposed training-based color correction
algorithm. The results of global classi cation are listed in table I.

The test result shown in gure 5(f) is typical of the performance
that we have achieved with our training-based color correction al-
gorithm over more than 220 test images. From the observed per-
formance, we feel that the proposed method is better suited for im-
proving the quality of cell phone camera images than the existing
methods.

5. CONCLUSION

The experimental results show that the proposed algorithm performs
better on cell phone camera images than other commercial color cor-
rection algorithms. The training based approach helps the algorithm
to learn parameters of defect classes speci c to cell phone camera
images. The color correction is achieved by applying non-linear
color transformations that have been optimized beforehand for re-
moving color artifacts associated with speci c defect classes learned
during training.
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