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ABSTRACT

In multi-channel images (e.g. color images with R, G, B chan-
nel, and multi-spectral images), there exist higher-order cor-
relations among the channels. We develop a new MRF-MAP
(Markov random eld - maximum a posteriori) framework
that can be used for various multi-channel image processing.
Main features of the proposed framework is that the higher-
order correlation between the channels is considered, whereas
it is not well addressed in the conventional works[4, 8]. Given
a channel image, the prior probability of another channel is
computed based on the MRF modeling that the channel cor-
relation is described as piecewise linear relationship. An opti-
mization algorithm for the MAP estimation is also developed.
The effectiveness of the proposed priors is demonstrated with
a simple application, i.e., image denoising.

Index Terms—Markov Random Field, Prior Model, Color
Image Denoising

1. INTRODUCTION

The spatial prior model of an image is needed in many im-
age processing tasks, for example, image denoising, image
interpolation, super resolution, etc. Hence many prior mod-
els of natural images have been developed to encode the prior
knowledge. In general, the prior model of natural images is
designed to encode the smoothness constraints without the ex-
cessive smoothing of edge regions. However, conventional
priors are designed in ad hoc manner and do not take higher
order statistics into consideration. Only some of more re-
cent works, the learned prior model (Field of Experts)[7, 8]
consider this rich higher order statistics. However, these ap-
proaches consider only 2 × 2 cliques, and can not be eas-
ily generalized to cover larger cliques due to its computa-
tional complexity. Moreover the strong inter-channel cor-
relation has not much been considered. Note that there is
high correlation between the channels, especially in the in-
tensity transition zones and texture regions. From this corre-
lation, much information useful for image processing tasks
can be obtained. The channel correlations have been jus-
ti ed and formulated in many color image formation mod-
els and statistical analyses, and they have already been used

in image processing applications (demosaicing and chromi-
nance interpolation[1, 2, 6]). However, their models are over-
simpli ed and noise-sensitive, and thus they cannot be eas-
ily generalized to other applications. For the use of channel
correlation in wider applications, we develop a more general
conditional probability P (Ii|Ij) based on the MRF model-
ing, where Ii and Ij are images of different channels in a
multi-channel image. Also, in order to solve the problems
related to image processing, we develop a MAP estimation
algorithm for the proposed model.
For this purpose, we begin from the color image forma-

tion model in [1]. We rst extend this simpli ed model, be-
cause this model is too simple to explain higher order statis-
tics of natural images. Then we derive the conditional prob-
ability P (Ii|Ij) in terms of clique potential. Because there
are many possibilities in Ii (although Ij is given), many free
parameters are introduced in P (Ii|Ij), which severely com-
plicates the optimization process. Hence, we develop an alter-
nating optimization algorithm that is similar to EM (Expecta-
tion Maximization) algorithm.
The rest of paper is organized as follows. Section 2 de-

scribes a conventional MRF-MAP framework and our MAP
model. We explain a new model of color image formation,
conditional probability P (Ii|Ij) and its optimization method
in Section 3. Finally, We demonstrate the effectiveness of
proposed priors with a simple application, image denoising in
Section 4, and conclude the paper in Section 5.

2. MAP ESTIMATION

To reconstruct an image I from its noisy or low-resolution
observation J (as in image interpolation or denoising), the
MRF-MAP framework has been extensively used. This frame-
work can be expressed as

Î = argmax
I

P (I|J) = argmax
I

P (J |I)P (I) (1)

where the likelihood term P (J |I) is the result of observation
model and the prior term P (I) is the result of prior knowl-
edge (e.g., MRF modeling). In the MRF framework, the prior
probability of an image I can be expressed as a product of
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clique potential Φ(c) for all maximal cliques c ∈ C,

P (I) =
1
Z

∏
c∈C

e−
1
T Φ(Ic) (2)

where Z is normalization constant, T is the temperature and
Ic is the region that corresponds to the clique c. In the context
of image enhancement, the MRF model is designed to pre-
serve discontinuity. For examples, four second-order cliques
are considered and their potentials are designed in [4, 5]. In
[7], 2 × 2 cliques are considered and their clique potentials
are modeled using Fields-of-Experts framework [8], where
the parameters are learned from training data. However, it
seems impractical to derive a higher order model form these
approaches due to increased computation complexity.
In this paper, we develop a new MRF model for multi-

channel images I = (I1, I2, I3, · · · , IN ). Given a reference
image Ij and a noisy observation J i of Ii (i �= j), our MAP
framework is to nd

Îi = argmax
Ii

P (Ii|J i, Ij). (3)

or equivalently,

Îi = argmax
Ii

P (J i|Ii, Ij)P (Ii|Ij) (4)

by Bayesian rule with the denominator P (J i|Ij) neglected.
Since J i is the observation of Ii, Markov property can be
applied and this further reduces to

Îi = argmax
Ii

P (J i|Ii)P (Ii|Ij). (5)

Hence, in order to obtain the estimate Îi from its observa-
tion J i and another channel image Ij , we need to compute
P (J i|Ii) and P (Ii|Ij). The former is simply a likelihood
term that depends on the observation model. Hence, what we
need to do is to formulate “the guided prior term” P (Ii|Ij),
by exploiting the relationship between two channels.

3. THE INTER-CHANNEL PRIOR MODEL

3.1. Color Formation Model

The relation between different channels (RGB vectors or the
results of af ne transformation of the RGB vectors) has been
used in many applications, e.g., demosaicing or interpolation
[1, 2, 6]. For the case of RGB channels[1], the model for color
images is derived in the context of the “Mondriaan world”,
i.e. the world consisted of Lambertian non at surface patches
with xed light direction l. This means that the RGB values
at 3-D point z in the space is described as

⎡
⎣

I1(z)
I2(z)
I3(z)

⎤
⎦ = ( N (z) · l)

⎡
⎣

ρ1(z)
ρ2(z)
ρ3(z)

⎤
⎦ (6)

where N(z) is the normal vector at z and ρi (i = 1,2,3) is
albedo of the material that changes according to spectral chan-
nels. Under the assumption that albedo ρi is constant in an
object, the ratio of channel values at a pixel position x is

Ii(x)
Ij(x)

=
ρi(x)
ρj(x)

=
ρi

ρj
= constant (7)

within an object or in the local neighborhood [1]. Image de-
mosaicing can also be performed using a similar approach
as shown in [2]. In [6], the relation between luminance and
chrominance channels is exploited statistically. Since the Lum-
inance-Chrominance representation (e.g., YCbCr, YUV) is
simply an af ne transformation of RGB vectors, it can be
seen that these two approaches share the same assumption in
eq-(7). In order to correctly estimate pixels from this rela-
tion, the values of constant in eq-(7) from region to region are
needed. These values can be estimated from the gradient of
neighborhood pixels, although not explicitly mentioned in the
above mentioned works. However, this approach is suitable
only for the limited applications, because the parameter esti-
mation from the neighboring pixel is very sensitive to noise.
Hence eq-(7) can only be used in the restricted applications
that estimate missing pixel values using noise-free neighbor
pixels.

3.2. Extended Color Formation Model

From the channel correlation, we develop a new prior model
that can be used in noisy environment. On the contrary to
the generic prior model P (Ii) developed in many literatures,
the proposed prior model P (Ii|Ij) exploits the information of
another channel. Hence, the proposed approach naturally re-
ects another channel information. Especially when a higher
resolution channel or higher SNR channel is available (Lumi-
nance in 4:2:0 format or panchromatic in multi-spectral im-
age), the image enhancement can be performed more success-
fully.
Let an N -channel image I = (I1, I2, · · · , IN ) be the

af ne transformation of another multi-channel image that sat-
is es eq-(7) and the assumptions mentioned in the previous
subsection. Also, let us use an abstract index k for a rectangu-
lar lattice of a 2-D image, and denote the set of lattice points
as L. Then, we have more generalized linear relationship of
two channels as

Ii(xk) = a(xk) + b(xk)Ij(xk), (8)

where Γa = {a(xk)|k ∈ L} and Γb = {b(xk)|k ∈ L} are
piecewise constant. But this model is still too oversimpli ed
to encode rich higher order statistics of an image. Moreover,
it can not model an abrupt changes including object bound-
aries, without an accurate segmentation result. So we relax
the model by assuming that Γa and Γb are approximately lin-
ear in the local area with additive white Gaussian noise nG. In

I ­ 714



other words, we t the relation parameters to a piecewise lin-
ear plane with additive white Gaussian noise. To be precise,
in the neighborhood of xk, the channels are related as

Ii(x) = ak(x) + bk(x)Ij(x) + nG (9)

for x ∈ B(xk, R) = {x : ||x− xk||∞ ≤ R} where ak(x) and
bk(x) are some linear functionals of x. Actually, Γ = (Γa,Γb)
eld is slowly varying within the same object. Although it
may experience abrupt changes at the object boundaries, these
discontinuities are not modeled as step functions but as sig-
moid functions that have transition zones. The reason for this
is that there is also some blurring at the edges in actual im-
age acquisition devices. Thus the linear approximation can
be applied to not only within the objects but also on the ob-
ject boundaries.

3.3. MRF Model

Our main objective is to nd a tractable form of P (Ii|Ij) us-
ing MRF and then make a multi-channel image processing
into an MRF-MAP problem. We de ne a neighborhood sys-
tem in an image Ii that connects all the nodes in the (2R +
1) × (2R + 1) rectangular region. So a maximal clique in
this system can be represented as ck = B(xk, R). From the
aforementioned multi-channel image model and observation,
a clique potential is de ned as

ψ(ck; θk) =
∑
x∈Ck

(Ii(x)− ak(x)− bk(x)Ij(x))2 (10)

where ak(x) = ak + hTk (x − xk), bk(x) = bk + gTk (x − xk)
for some ak, bk ∈ R, gk, hk ∈ R2 and θk is [ak, bk, gk,hk].
From the GRF (Gibbs Random Field) - MRF equivalence, we
have

P (Ii|Ij) =
1

Z(Θ)

∏
k∈L

e−
1
T ψ(ck;θk) (11)

where Θ = {θk}k∈L, T is the temperature and Z(Θ) is the
partition function. If we have some speci c values of the
parameter Θ, MAP estimation problem can be solved using
some standard techniques, e.g., steepest descent algorithm.
But since they are not available, the optimization process be-
comes intractable; because the computation of a partition func-
tion Z(Θ) needs a high dimensional integration[9, 10].
Hence, we propose an approach based on the greedy algo-

rithm, which is consisted of two alternating stages in the MAP
estimation. The rst stage is to update Ii using the conjugate
gradient algorithm[3], with xed parameter Θ. Then the sec-
ond is to x Ii, and optimize Θ to be the most probable one,
i.e.,

Θ̂ = argmax
Θ

∏
k∈L

e−
1
T ψ(ck;θk). (12)

This estimation can be computed using a pseudo inverse. Al-
though the computational load in eq-(12) may seem to be

large, it can be performed ef ciently using the pre-computed
pseudo inverse. Experimentally, this optimization scheme con-
verges well in spite of its greediness. If we assume that the
partition function has little effect on the optimization process[11],
this algorithm can be regarded as a generalized EM (Expec-
tation Maximization) algorithm that decreases the Helmholtz
free energy with a point estimate on Ii[9].

4. EXPERIMENTAL RESULTS

4.1. Application to Denoising

A denoising problem that reconstructs Ii from J i and Ij ,
where J i is a noisy observation of Ii and Ij is a noisy free
another channel image, can be formulated to

Îi = argmax
Ii

P (J i|Ii)P (Ii|Ij), (13)

as explained in Section. 2. If we assume that the noise is ad-
ditive white Gaussian noise, the log-likelihood term becomes

logP (J i|Ii) ∝ −
∑
k∈L

(J i(xk)− Ii(xk))2. (14)

First, we test the proposed algorithm in the ideal situation.
The chrominance image with PSNR 24.8dB is used as J i and
the luminance is used as Ij . The results on the pepper image
are shown in Fig. 1. In contrast to conventional MRF mod-
els that show excessive blurring or many artifacts as in Fig.
1-(c),(d), the proposed algorithm successfully reduces noise
with less blurring as shown in Fig. 1-(e),(f). The objective
quality (PSNR) of the proposed method is 1.5 ∼ 2 dB higher
than that of the conventional MRF model[4] on Pepper and
Lena images. The proposed algorithm also shows much bet-
ter subjective visual quality, mainly because the conventional
MRF-model does not use the information of luminance chan-
nel (high-SNR or high-resolution).
In practice, we do not have the noise-free Ij . But since

the luminance channel has higher energy and also generally
higher resolution than the chrominance channels, we can as-
sume that the luminance channel (25.0dB) is the noise-free
channel Ij and apply the proposed algorithm. From the ex-
periments, it is shown that the performance degradation from
the ideal case is small (about 0.5 dB), and the PSNR is still
1-dB higher than that of the conventional MRF model (Pep-
per image=34.50dB, Lena image=35.00dB). Finally, effects

Table 1. Chrominance channel denoising results(dB).

Radius 3 4 5 6

Lena (Perfect Lum.) 36.06 36.66 36.88 36.89
Lena (Noisy Lum.) 36.13 36.32 36.12 35.93
Pepper (Perfect Lum.) 36.18 36.61 36.70 36.63

Pepper (Noisy Lum.) 36.63 35.55 35.34 35.10
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. (a) the original chrominance image, (b) the corrupted
chrominance image (24.8 dB), (c),(d) the reconstructed image
using traditional MRF model[4, 5] with varying parameters,
(e),(f) the reconstructed image using proposed MRF model.

of clique size (radius R) on the performance are shown in Ta-
ble. 1. In the experiments, we use the noisy observation J i as
the initial estimate of the Ii, for the fast convergence. We get
the virtually same results when we use the initial estimate of
the Ii as a black image.

5. CONCLUSIONS

In the conventional MRF model based image processing al-
gorithms, rich information between the channels (in multi-
channel images) has not been taken into consideration. Hence,
we develop an approach that exploits the inter-channel corre-
lation in terms of the prior probability. We also developed an
alternating optimization scheme, that can deal with not only
inter-channel correlation but also much larger cliques than the
conventional MRF models.

We have tested the effectiveness of the proposed priors
with two applications, image denoising and image fusion (al-
though not shown in this paper due to page limit). In image
fusion, the proposed method shows competitive visual quality
to that of the state of art image fusion techniques. In chromi-
nance denoising, the proposed method shows better objective
and subjective quality.
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