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ABSTRACT

In this paper we introduce a novel decomposition scheme
for image de-noising. The processed image is decomposed
in several components following a tree structure similar to
wavelet decomposition. The main difference rely on the fact
that image components are obtained at the output of some
adaptive lters while wavelet decomposition uses lters with
xed frequency response. Moreover, in our approach the res-
olution of the different components is the same. The com-
ponents are ltered separately and recombined to obtain the
output image. The proposed de-noising scheme shows im-
proved performances and simpler implementation compared
to other approaches based on wavelet, contourlet and other
image transforms.

Index Terms— Image processing, image de-noising, im-
age decomposition, directional ltering

1. INTRODUCTION

Due to the widespread of imaging devices (such as digital
cameras, camera phones, etc) digital imaging has known an
increased interest during the last decade. Although the man-
ufacturing technology of the electronic components has been
improved, the captured images still suffer from several distor-
tions. Among many distortions, noise is one of the most im-
portant and can be introduced by several sources such as: the
recording medium ( lm, digital sensor), transmission medium,
measurement and quantization errors. Latest digital imaging
sensors possess increased resolution (number of pixels per
image) which is obtained by decreasing the pixel area. The
cost of this is the increase of the sensor noise especially in low
light conditions where the signal-to-noise ratio, at the output
of a digital imaging sensor, can be extremely low. As a con-
sequence, image de-noising is still an actual research topic in
image processing community.
There are many publications dealing with the problem of

noise reduction in images. In general, the existing algorithms
and methods can be classi ed into two main categories: the
approaches that operate on the input image directly [1, 2, 3, 4]
and the methods that rst transform the image and modify the
components (see for instance [5, 6, 7, 8, 9, 10]).

A well known approach, that became reference in the eld,
is the de-noising based on wavelet shrinkage [5], [6]. In that
approach the input image is decomposed into several compo-
nents using wavelet decomposition. The wavelet coef cients
are then modi ed to reduce the noise, and the output image
is obtained by the inverse wavelet transform (IWT). Another
approach that uses image decomposition was proposed in [8]
where a bank of directional lters is used for image decom-
position. Curvlet and contourlet transforms were also used
for de-noising in [9] and [10] respectively. In a recent paper
we have introduced a simple image decomposition scheme for
image de-noising [7]. In the referenced paper, the main idea is
to perform rst a rough separation between the noise and the
image content into different components. The components
are then ltered separately according to their estimated noise
level and detail content. The output image is then obtained by
simply adding the ltered components.
In this paper we propose a novel decomposition scheme

for image de-noising that shows good ltering results with
low computational cost.

2. PROPOSED APPROACH

During the paper we assume that the input image is corrupted
by an additive zero mean Gaussian distributed noise. The in-
put image can be described by the following model:

y(i, j) = x(i, j) + n(i, j). (1)

where x(i, j), y(i, j) and n(i, j) are the original clean image,
the observed image and the additive noise respectively.

2.1. Image decomposition

The de-noising method proposed in this paper uses a simpli-
ed decomposition scheme depicted in Fig. 1. The input
image y(i, j) is decomposed into three components y1(i, j),
y2(i, j) and y3(i, j) which have the same resolution and are
obtained in the following manner:

y1(i, j) = F (y(i, j)) , y2(i, j) = F (y′(i, j)) ,

y3(i, j) = y′(i, j)− F (y′(i, j)) . (2)
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Fig. 1. The image decomposition block diagram.

where y′(i, j) = y(i, j)−F (y(i, j)) and F (•) is a 2D direc-
tional lter applied to the image inside the parentheses.
We note that, unlike the usual approaches that uses banks

of different lters [8], in our method the same lter is imple-
mented to obtain all image components. Brie y, the output of
the selective lter F (•) is computed as follows: a rectangular
N ×N window is centered around the current pixel and four
sub-windows are considered (the horizontal line, the vertical
line and the two diagonals). The averages and variances of
the four sub-windows are computed. The output at the cur-
rent position is the average computed on the sub-window that
have the smaller variance. We make here the following obser-
vation that is used further in the paper:
Obs: The output of the lter F (•), at certain pixel position, is
the average of exactlyN pixels and one of them is the current
pixel.
Once y1(i, j), y2(i, j) and y3(i, j) are computed, similar

or different processing techniques are applied to them in order
to reduce the noise. It is clear from (2) and the above obser-
vation that y1(i, j) contains most of the image content (some
of small features are eliminated and some edges are blurred)
and a small level of noise. The component y2(i, j) contains
a small level of noise and some of the missing features from
y1(i, j). The last component y3(i, j) contains the rest of the
image features and most of the noise. The variance σ2

n1 of the
noise in y1(i, j) is given by:

σ2
n1 =

1

N
σ2

n. (3)

where σ2
n is the variance of the input noise component. The

result from (3) comes directly from the above observation.
The variance of the noise in y′(i, j) can be computed by:

σ2
n′ = E

{
(n′(i, j)−mn′)

2
}

, (4)

where n′(i, j) and mn′(i, j) are the noise samples and their
mean.
Let’s assume that at current position the horizontal line

was chosen by both lters from Fig. 1 (the other cases are
identical to this). In this case the noise n′(i, j) in y′(i, j) can
be written as:

n′(i, j) = n(i, j)−
1

N

j+(N−1)/2∑
k=j−(N−1)/2

n(i, k). (5)

Since n(i, j) is zero mean, also n′(i, j) is zero mean and
(4) is simpli ed to:

σ2
n′ = E

{
n′(i, j)2

}
(6)

Taking into account (5), the variance of n′(i, j) becomes:

σ2
n′ = E

⎧⎨⎩
(

n(i, j)− 1
N

j+ N−1
2∑

k=j−N−1
2

n(i, k)

)2
⎫⎬⎭ ,

σ2
n′ = E

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎜⎝N−1
N n(i, j)− 1

N

j+ N−1
2∑

k = j − N−1
2

k �= j

n(i, k)

⎞⎟⎟⎟⎟⎠
2⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ ,

σ2
n′ =

(N − 1)2

N2
σ2

n +
N − 1

N2
σ2

n =
N − 1

N
σ2

n.

(7)
Taking into account that N samples of n′(i, j) are averaged
by the lter F (•), the noise variance in y2(i, j) is given by:

σ2
n2 =

1

N
σ2

n′ =
N − 1

N2
σ2

n. (8)

Following a similar procedure, the variance of the noise from
y3(i, j) is obtained as:

σ2
n3 =

N − 1

N
σ2

n′ =
(N − 1)2

N2
σ2

n. (9)

2.2. De-noising the image components

The three image components y1(i, j), y2(i, j) and y3(i, j) are
processed separately in order to reduce the noise. There are
many possible selections of the de-noising algorithms that can
be implemented for this purpose. In our approach we imple-
mented a simple thresholding scheme that shows good lter-
ing results at a relatively low computational cost.
Explicitly, y1(i, j), y2(i, j) and y3(i, j) are processed as:

ŷt(i, j) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∑
(l,p)∈Ωt

yt(l,p)

L2 if mt(i, j) < σnt

∑
(l,p)∈Ωt

Wt(l,p)yt(l,p)∑
(l,p)∈Ω

Wt(l,p) otherwise

, t = 1, 2, 3

(10)
where Ωt is an L × L search window centered at the current
pixel from yt(i, j) and the weightsWt(l, p) = 1 if yt(l, p) ∈
[yt(i, j)− 2σnt, yt(i, j) + 2σnt] andWt(l, p) = 0 otherwise.
The averages mt(i, j) are computed by the following for-
mula:

mt(i, j) = 1.486MED{|Ωt −MED{Ωt}|) (11)

withMED being the median operator.
The output image is obtained by:

ŷ(i, j) = ŷ1(i, j) + ŷ2(i, j) + ŷ3(i, j) (12)
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Fig. 2. MSE as function of noise variance: Barbara (top left), Boats (top middle), Mandrill (top right), Goldhill (bottom left)
and Pepper (bottom right).

3. EXPERIMENTS AND RESULTS

In this section we show experimental results comparing the
de-noising performances of our proposed algorithm, the wavelet
(hard and soft threshold) and contourlet approaches [5, 6, 10]
as well as the method in [7]. In our proposed method we have
used N = L = 7 and for the other algorithms we have fol-
lowed the guidelines in the corresponding references to select
the proper parameters.
To illustrate the performances of the compared algorithms

a number of ve images are considered (Barbara, boat, man-
drill, goldhill and pepper) with pixel values in the interval
[0, 255]. The images were corrupted by white Gaussian noise
with zero mean and σ2

n variance. We have done a large num-
ber of experiments for different values of σ2

n and the results
are plotted in Fig. 2. We can see from this gure that the
proposed algorithm has better performances in terms of mean
squared error among the compared algorithms for almost all
the images. There is only one exception (the mandrill im-
age) where the de-noising procedure of [7] performs better
than our proposed approach. This is due to the fact that the
method in [7] better preserves the very small details such as
the mandrill’s hair. However, in smother areas of the image,
the method proposed by us reduces the noise more effectively
as it can be seen also in Fig. 3. One way to improve the
preservation of the ne details is to use two different win-
dow sizes for the lter F (•) to compute y1(i, j), y2(i, j) and
y3(i, j) respectively.
In Fig. 4 we show the de-noising results, of four of the

compared algorithms, for the image peppers. Also from this

gure we can see that our approach provides the best visual
impression compared to the other methods.

4. CONCLUSIONS

In this paper, we have introduced a new decomposition scheme
for image de-noising. The proposed method shows good de-
noising performances in terms of mean squared error and vi-
sual impression. Its main advantages are the simplicity of im-
plementation and the possibility to use a large variety of lters
into the decomposition process. The preservation of the ne
details in the proposed de-noising scheme can be further im-
proved for instance by implementing non-equal window sizes
for the two directional lters in Fig. 1 and by using other di-
rectional/adaptive lters to perform the image decomposition.
These modi cations as well as other issues are under consid-
eration and they will be the subject of future publications.
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Fig. 3. Results for ’Mandrill’ image corrupted with Gaussian noise of σ2
n = 400 (only a part of the image is shown).

Fig. 4. Results for ’Peppers’ image corrupted with Gaussian noise of σ2
n = 400 (only a part of the image is shown).
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