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ABSTRACT

Generally, Distributed video coding (DVC) schemes perform motion
estimation at the decoder side, without the current frame being avail-
able. In order to generate the side-information reliably, one solution
consists in allocating a limited bit budget to send a hash of the current
frame. At the decoder, this auxiliary hash is used to perform motion
estimation. This paper studies the accuracy of hash-based motion
estimation and compares it to conventional encoder-side motion es-
timation. We show that, at low rates, the very limited bit-budget
of the hash does not ensure a reliable motion estimation, while at
medium to high rates the motion accuracy is comparable with the
finite precision used to represent motion vectors. Then, we derive
the rate-distortion characteristic, which combines the cost of encod-
ing the hash and the prediction residuals after decoder-side motion
compensation. We show that, at high rates, hash-based motion mod-
eling can virtually achieve the same coding efficiency as motion-
compensated predictive coding. Instead, at medium-to-low rates we
observe a significant coding loss. Experimental results on real video
sequences validate the results of the proposed model.

Index Terms— Video coding, motion analysis, rate distortion
theory

1. INTRODUCTION

Distributed Video Coding (DVC) is a recent video coding paradigm
whose main idea is to perform intra-frame encoding and inter-frame
decoding. In fact, the computational burden due to motion estima-
tion is shifted to the decoder side. DVC is based on the principles of
distributed source coding stated by the Slepian-Wolf[1] and Wyner-
Ziv[2] theorems.

Results obtained on test video sequences reveal that DVC cod-
ing schemes generally improve the coding efficiency with respect to
intra-frame coding, but they are unable to achieve the gains of con-
ventional motion-compensated predictive codecs [3][4]. The coding
efficiency gap can be attributed to different reasons: sub-optimality
of channel coding tools (Turbo, LDPC); inaccuracies in the correla-
tion noise modeling between the source to be decoded and the side
information; mismatch between Wyner-Ziv theorem hypothesis and
the video coding scenario (non-Gaussian noise, finite block lengths);
sub-optimality of motion modeling when performed at the decoder.

In this paper we focus our attention on the latter element only.
In conventional motion-compensated predictive codecs, a large part
of the coding efficiency gain achieved in past twenty years is due
to more accurate motion models. Such models are obtained at the
encoder by comparing the current frame to be encoded with one or
more reference frames. In the case of DVC-based solutions, the de-
coder computes the motion model without the current frame itself
being available. Therefore, the side information Y available at the

encoder side, i.e. the best motion compensated prediction of the cur-
rent frame, is not available at the decoder. In general, a worse version
of Y , say Ỹ (E[(X−Y )2] ≤ E[(X− Ỹ )2]), can be generated. This
results in a coding efficiency loss.

In the literature, a number of practical solutions have been pro-
posed in order to improve the quality of the side information gener-
ated at the decoder, in such a way to make Ỹ ∼ Y . Refined motion
interpolation/extrapolation schemes [5][6], motion estimation based
on auxiliary hash functions [7][8][4], cyclic redundancy checksums
(CRC’s) [9] have been thoroughly studied. This paper studies the
motion model accuracy computed by means of hash functions, and
relates this to the rate-distortion performance of the overall coding
scheme.

The rest of the paper is organized as follows. Section 2 intro-
duces the motion models currently used in state-of-the-art Wyner-
Ziv coding schemes. Section 3 briefly summarizes the main results
in [10], which will be used in the rest of the paper. The motion
model accuracy is studied in Section 4 and it is related to the over-
all rate-distortion performance of the coding scheme in Section 5.
Experimental results validating the proposed model are illustrated in
Section 6.

2. HASH-BASED MOTION MODELS IN WYNER-ZIV
VIDEO CODING

Let us denote the frame to be encoded as s(t) and its motion com-
pensated predictor (side information) as ŝ(t). Figure 1 illustrates the
generic input of the side information generator module. Depending
on the available information, we can distinguish two cases:

a) motion estimation at the encoder: ŝa(t) is generated at the en-
coder side. The current frame s(t) is available together with
the previously encoded frame s(t − 1) and its reconstructed
version s′(t− 1)1;

b) hash based motion estimation at the decoder: ŝb(t) is gen-
erated at the decoder side. The current frame is not avail-
able, but the encoder sends a quantized hash function of s(t),
s′h(t). The hash may consist of low frequency DCT coeffi-
cients [7], or high frequency DCT coefficients [8]. The de-
coder performs motion estimation comparing s′h(t) with the
previously decoded frame s′(t − 1), then uses the estimated
motion model to perform motion compensation computing
ŝb(t).

Let us denote the residual frame after motion-compensated pre-
diction as e(t) = s(t) − ŝ(t). Define the power spectral density

1x′ denotes the quantized version of x reconstructed at the decoder.
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Fig. 1. a) Motion estimation at the encoder. b) Hash based motion
estimation at the decoder.

(PSD) of e(t) as φee(Λ) (Λ = (ωx, ωy)). In the following sec-
tion we relate φee(Λ) to the motion model accuracy and to the sig-
nal power spectral density φss(Λ), thus deriving the rate-distortion
function according to [10].

3. INFORMATION THEORETIC BACKGROUND

Let us assume that the signal to be encoded s is a a stationary, jointly
Gaussian, zero-mean signal with power spectral density φss(Λ). The
reconstructed version at the decoder is denoted by s′. Then, for a
given mean-square error [11]

D(θ) = E[(s′ − s)2] =
1

4π2

��
Λ

min[θ, φss(Λ)]dΛ (1)

the minimum transmission rate that can be achieved is

R(θ) =
1

8π2

��
Λ

max

�
0, log2

φss(Λ)

θ

�
dΛ bit (2)

where θ > 0 is a real-valued parameter that allows to sweep the
rate-distortion curve. When θ < φss(Λ) ∀Λ,D = θ.

In the inter-frame coding case, the prediction error signal e is
encoded instead of s. In [10], an approximation of the rate-distortion
function is given by

D(θ) = E[(s′−s)2] = E[(e′−e)2] = 1

4π2

��
Λ

min[θ, φss(Λ))]dΛ

(3)

R(θ) =
1

8π2

��
Λ:(φss(Λ)>θ and φee(Λ)>θ)

log2
φee(Λ)

θ
dΛ bit

(4)

4. MOTION MODEL ACCURACY

Let us consider a video signal that contains exclusively a constant,
translatory displacement (dx, dy), and neglect any other effects like
rotation, zoom, occlusions, illumination changes, etc. The expres-
sion of φee(Λ) when no spatial prediction is performed is given by

φee(Λ) = 2φss(Λ)(1− e
− 1

2 (ωxσ
2
Δdx

+ωyσ
2
Δdy

)
) + θ (5)

where the random error between the actual and estimated displace-
ment is defined by

�
Δdx
Δdy

�
=

�
dx
dy

�
−
�
d̂x
d̂y

�
(6)

and the probability density function (p.d.f.) pΔdx,Δdy (Δdx,Δdy)

is assumed to Gaussian with covariance matrix diag[σ2Δdx , σ
2
Δdy ].

In [10] is it observed that the rate-distortion characteristic is not very
sensitive to the shape of the displacement error p.d.f., but on its vari-
ance.

When motion estimation is performed at the encoder, we can as-
sumed that the motion model accuracy is solely limited by the finite
precision used to represent motion vectors. Conventional motion-
compensated predictive codecs use a fractional-pel precisionΔ (Δ =
1, 1/2, 1/4, . . .) for both the horizontal and vertical components.
The displacement error variance is given by σ2x = σ2y = Δ2/12.

In [7] motion estimation at the decoder has access to auxiliary
information under the form of a hash function of the frame to be de-
coded. The underlying idea is that a partial description of the current
frame may help in obtaining a more accurate estimate of the mo-
tion model. In [7] the hash consists in high-frequency coefficients.
These hash bits serve to relay the motion information to the decoder
without actually estimating the motion at the encoder.

In the proposed model, we denote the hash as

sh(t) = (s ∗ h)(t) (7)

where h(x, y) is the impulse response of an ideal high-pass . The
corresponding frequency response is denoted byH(Λ).

H(Λ) = H(ωx, ωy) = H(ωx)H(ωy) (8)

H(ω) =

�
1 ω > Fπ
0 otherwise

(9)

where F is a real number in [0, 1]. We note that this expression of
H(Λ) only approximates the fact that some of the DCT coefficients
are discarded.

The filtered version of the original signal, sh(t), is encoded
and transmitted to the decoder as s′h(t). If we assume optimum
intra-frame encoding of sh(t), according to equations (1) and (2),
s′h(t) can be expressed as the output of the optimum forward chan-
nel shown in Figure 2.

Consecutive frames differ only by a constant, unknown displace-
ment (dx, dy). Thus, we can write

s(x, y, t) = s(x− dx, y − dy, t− 1); (10)

and,

s′h(x, y, t) = (g ∗ sh)(x, y, t) + n0(x, y, t)

= w(x, y, t) + n0(x, y, t) (11)

s′h(x, y, t− 1) = (g ∗ sh)(x+ dx, y + dy, t) + n1(x, y, t)

= w(x+ dx, y + dy, t) + n1(x, y, t) (12)

where n0 and n1 are quantization noise terms characterized by a
power spectral density

φnn(Λ) = φn0n0(Λ) = φn1n1(Λ) = max

�
0, θ

�
1− θ

φshsh

��

(13)

I  510



)(
1,0max)(

hhss

G

)(
1,0max)(

hhss

nn

w

n

)(H

s h
s '

h
s

Fig. 2. Optimum forward channel corresponding to the rate-distortion function (1), (2)

and g(x, y) is the impulse response corresponding to the transfer
function G(Λ) of the optimal forward channel (see Figure 2).

The problem becomes that of estimating the displacement (dx, dy)
given the noisy observations s′h(x, y, t) and s

′
h(x, y, t− 1). The so-

lution to this problem has been studied in the field of time delay esti-
mation (TDE). If we assume that displacements are uncorrelated, the
problem can be expressed in 1-d. The variance of the displacement
error is [12]

σ2Δd =
2
� +π
−π ω2φnn(ω)φww(ω)dω +

� +π
−π ω2(φnn(ω))

2dω

Nb

�� +π
−π ω2φww(ω)dω

�2
(14)

where φww(ω) = |H(ω)|2|G(ω)|2φss(ω) and Nb is the number of
samples used to estimate the displacement. In our case Nb is the
block size used for motion estimation. In addition, motion vectors
are represented with a finite accuracy, thus

σ2Δd = max{Δ2/12, σ2Δd} (15)

At high rates, θ → 0 (thus, according to (1), D → 0), and the
noise power spectrum is white φnn(ω) = θ (see equation (13)). In
this scenario, the displacement error variance depends on

• the signal-to-noise ratio, which is driven by the quantization
noise;

• the effective bandwidth β2 of the signal w, defined as

β2 =

� +π

−π
ω2φww(ω)dω, (16)

which depends on the spatial spectral properties of the en-
coded sequence;

• the number of samplesNb, which in practice is limited by the
fact that the motion is only locally constant.

In the low-to-medium rate range, quantization affects the accuracy
of motion estimation in two ways:

• decreases the signal-to-noise ratio ρ, as already noted before;
• modifies the power spectral density of φww(ω), reducing the
range of frequencies over which φww(ω) > 0. Specifically,
the filter G(ω) sets to zero frequencies where φshsh(ω) < θ
and attenuates frequencies where φshsh(ω) � θ. The effec-
tive bandwidth is therefore decreased, since part of the high
frequency content is lost in the quantization process. This
fact, in turns, increases the variance of the displacement error
σ2Δd.

5. RATE-DISTORTION ANALYSIS

In [7], the encoder sends a hash that consists of high-frequency DCT
coefficients. At the decoder, these DCT coefficients are used to build

a high-pass approximation of the frame to be decoded and the lat-
ter is used for motion estimation. The rationale behind this idea
is that high-frequency DCT coefficients contain information about
the image edges, thus turning motion estimation into the problem
of edge-based image registration. Based on the model described in
Section 4, a hash that consists of high frequencies has a larger ef-
fective bandwidth, at least at high rates, thus a smaller displacement
error variance σ2Δ.

With the model introduced in Section 4, the coding algorithm
can be summarized as follows

a) set θ to achieve the desired distortion level. This corresponds
to choosing the quantization step size;

b) letH(ω) be a high-pass filter with cut-off frequency Fπ;

c) the encoder computes and encode sh(t). Optimal intra-frame
encoding of sh(t) is performed according to equation (2) and
(1);

d) the decoder decodes an approximation of sh(t), s
′
h(t);

e) the decoder performs motion estimation using s′h(t) as cur-
rent frame and s′h(t − 1) as reference frame. The displace-
ment error is given by (14);

f) the encoder encodes the low-frequency part of s(t). This is
equivalent to performing inverse water-filling on the power
spectral density

φee(Λ) = 2φss(Λ)|1−H(Λ)|2(1−e− 1
2 (ωxσ

2
Δdx

+ωyσ
2
Δdy

)
)+θ

(17)
according to equations (4) and (3), where σ2Δdx and σ

2
Δdy are

given by (14).

6. EXPERIMENTAL RESULTS

In order to numerically evaluate the rate-distortion curves, the band-
limited spatial power spectral density of the 2-d random sequence
{s(x, y, ·)} is set equal to:

φss(ωx, ωy) =

����
���

2π
ω20
·
	
1 +

ω2x+ω
2
y

ω20


−3/2
for|wx| ≤ π

and|wy| ≤ π
0, otherwise

(18)
where ω0 is chosen equal to π/45, as suggested by [10].

Figure 3 shows the rate-distortion curves corresponding to hash-
based motion modeling, for different values of F . Both intra-frame
and inter-frame coding are shown for ease of comparison. At high
rates, a coding efficiency gain is achieved by increasingF . By reduc-
ing the number of coefficients used to generate the hash (F → 1),
the coding efficiency approaches that of inter-frame coding. This
means that at high signal-to-noise ratios, a small fraction of DCT
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Fig. 3. Rate-distortion functions of hash-based motion modeling.
Intra-frame vs. inter-frame hash encoding. a) Low-frequency hash.
b) High-frequency hash.

coefficients is enough to achieve a motion model accuracy compara-
ble with the finite precision of motion vectors.

Below approximately 0.5 bit / sample, quantization severely af-
fects the motion model accuracy. We notice that, for a given value of
F , there is a lower bound for the achievable bit-rate. Such a bound
corresponds to the distortion level above which the power spectral
density of the hash is reduced to nil.

Figure 4 shows the rate-distortion curves obtained by encoding
the Salesman sequence, QCIF@15fps, GOP size equal to 8. We
observe the same general behavior predicted by the proposed model.
In fact, at high rates, the coding efficiency increases by reducing the
number of DCT coefficients used to generate the hash. We notice
two differences with respect to the proposed model:

• there is no lower bound on the achievable rate, even for val-
ues of F → 1. In fact, in the actual codec implementation,
the motion vector is set to zero whenever the hash consists of
all zero coefficients. At very low rates, all the quantized co-
efficients of the hash tend to be zero, regardless of the value
of F ;

• a coding efficiency gap still exists between inter-frame cod-
ing and hash based motion modeling. This can be attributed to
the following reasons: 1) the actual codec generates the hash
by retaining a subset of DCT coefficients. The reconstructed
hash image at the decoder suffers from blocking artifacts, im-
pairing the quality of motion estimation; 2) the actual motion
is not purely translational, as assumed in the proposed model;
3) in the model, the sequence is assumed to be noise-free. In
practice, acquisition noise affects the quality of motion esti-
mation. The hash signal-to-noise ratio is lower than the orig-
inal frame signal-to-noise ratio, due to the fact that most of
the signal energy is concentrated at low frequencies.

7. CONCLUSIONS

The proposed model allows to describe the rate-distortion behavior
of hash-based motion modeling. The goal is to capture the coding
efficiency loss due to the fact that motion estimation is performed
at the decoder side, relying on partial information on the current
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Fig. 4. Rate-distortion curves for the Salesman sequence.

frame. Our findings show that, at low-to-medium rates, quantiza-
tion severely affects the motion estimation accuracy, causing a cod-
ing efficiency loss with respect to conventional inter-frame coding.
The model described in this paper can be extended to address zero-
motion inter-frame encoding of the hash information, as explained
in [7]. Nevertheless, it turns out that the rate-distortion analysis de-
pends also on the temporal correlation properties of the sequences.
Only sequences characterized by little motion might benefit from
this technique. In addition, we are studying the extension to low-
frequency hash motion modeling [8] and Wyner-Ziv coding of resid-
uals [4].
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