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ABSTRACT 

Vertical line-like structures are abundant in man-made 
environments, such as the vertical edges of buildings in an 
outdoor environment and door frames and vertical edges of 
furniture in an indoors environment. These ubiquitous line 
or line-like structures may provide useful information for 
mobile robot navigation. In this paper, we propose an 
approach to estimating the camera orientation based on 
detected vertical lines. Further we use the estimated camera 
orientation in one key problem of mobile robot navigation: 
ground/obstacle detection. Our method is theoretically well-
grounded and yet simple and practical in implementation.  

Index Terms— Robot vision systems, homography 
transform

1. INTRODUCTION 

For vision-based mobile robot navigation, two essential 
tasks are obstacle detection and localization. In many cases, 
obstacle detection is also directly related to the problem of 
ground plane detection. Various vision-based approaches 
have been proposed for the problem of obstacle/ground 
plane detection (e.g., [1-6]), using various visual cues such 
as motion, disparity, and color, etc. In man-made 
environments, there exist a lot of vertical line-like 
geometrical entities that arise from buildings, boxes, 
bookshelves, cubicle walls, door frames, etc. These vertical 
line-like entities (which will be simply called “vertical lines” 
thereafter) should provide very useful cues in guiding robot 
navigation. In fact, there have been some attempts on using 
this type of information. However, in prior work such as [9, 
10], the vertical lines were simply used as an ordinary 
feature, and usually the image plane is assumed to be 
vertical.  
      In this paper, we employ vertical lines for vision-based 
robot navigation. Specifically, we design an algorithm that 
uses vertical lines for estimating the camera orientation, 
which can be used to eliminate the assumption of a vertical 
image plane mentioned above. Furthermore, with the 
estimated camera orientation, the ground-plane coordinates 
in the image domain can be directly transformed to the real 
world ground plane coordinates, which is useful for 
localization and path planning in robotics. 

As a direct application of the proposed algorithm, we 
apply it to the ground plane detection task, expanding our 
prior work in [8], where a normalized-homography-based 
approach was proposed for robust ground plane detection. In 
this work, we show that the proposed algorithm enables us to 
by-pass a manual calibration stage that is required in [8].   

2. MODELING THE IMAGING SYSTEM 

We assume that the mobile robot is navigating on a plane. 
Without loss of generality, we use the model of Fig. 1 for the 
imaging system. We define the world coordinates system 
such that the y axis is perpendicular to the ground plane and 
the origin is at the same height as the robot’s camera center. 
The square box represents the robot. Initially, it is at 
position C1, with a rotation matrix R1. After moving to a new 
location C2, the rotation matrix becomes R2. (Ri is defined in 
the camera’s coordinates system by convention). 

Fig 1. Illustration of the coordinate systems in relation 
to the ground plane. 

      Based on the above world coordinates system, we have 
( ,0, )T

i i iC x z=  and the ground plane has coordinates 

0 0( , )T Tn dπ =  and thus for points on the plane we have 

0 0Tn X d+ = , where 0 (0,1,0)Tn = . 

      Suppose that the internal matrix of the camera is K and 
that it does not change while navigating, we have the camera 
matrices as: 

1 1 1 2 2 2[ | ], [ | ]P KR I C P KR I C= − = −           (1) 

where iP is a 3 4× matrix, which maps a point in the 3D 

space with homogeneous coordinates ( , , ,1)TX x y z=  to an 

image point with homogeneous coordinates x ( ', ',1)Tx y=

x iP X�                                       (2) 

      If we know K and Ri, we can compute the normalized 
image coordinates as 

-1x ( ) x [ | ]i iKR I C X= −� �                      (3) 
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If we assume Ci = 0, i.e. assign the origin to be the 
camera center, then 

x ( , , )Tx y z� �                                 (4) 

For the ground plane points, y is constant, i.e. –d. Therefore, 
we can easily map them between the image coordinates and 
the real 3D coordinates with (4). However, we need to first 
know K and R. K may be easily calibrated and can be 
assumed to be fixed, while R depends on the real pose of the 
camera, which is consistently changing for a moving robot. 
This will be our primary concern in subsequent discussion. 

3. CAMERA ORIENTATION ESTIMATION FROM 
VERTICAL LINES 

The camera orientation is basically defined by R, i.e. the 
camera rotation matrix in the world coordinates system. We 
now show how to use vertical lines to estimate R. Ideally, if 
the camera’s skew is zero and R = I, all vertical lines in the 
physical world will be also vertical in the image. This is 
intuitive and can be proved as follows. 

Suppose a vertical line in the 3D space is represented as 

0 0( , , ,1) , ( , )TL x t z t= ∈ −∞ +∞ . Using (4), we can project it 

to the image domain as 
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where 0 ''x and 0 ''z are fixed and '' ( , )t ∈ −∞ +∞  unless 

0yf = . 

The above observations lead to the following heuristics: 
find an R such that vertical lines in the 3D space become 
also vertical in the image upon rotating back with R. 
Mathematically, if a camera only rotates, there exists a 
homography between the old and the new images. In (1), let  
C1 = C2 (i.e., rotation only), then we can have 

1
2 1 2 1, where ( )I HI H KR KR −
= =                 (5) 

where Ii stands for homogeneous coordinates of the image 
pixels.  

In our problem, we can set 2R I= . That is, the camera 

is rotated back to the world coordinates system. Thus we 
have 

1 1
1H KR K− −

=                                  (6) 

Since we assume a known K (as in [8]), we can further 
simplify H by first normalizing the image coordinates as 

1
2 1̂

ˆ, where i iI HI I K I−
= =

� �
                        (7) 

After the normalization, the orientation of a line will not 
change since only the origin is translated and the coordinates 
are scaled. Thus the earlier heuristics still apply, and now we 
only need to find the normalized homography 

1
1H R −

=
�

                                       (8) 

so that after transformation, all vertical lines in the 3D space 
become vertical in the image. To find such transformation, 
we need to solve two problems: (i) to detect lines in the 

image that are vertical in the 3D space; (ii) find a transform 
so that all those lines become vertical in the image. We now 
present our methods for solving these problems. 

3.1 Find Vertical Lines 
The first problem is to find what lines in the image are 

vertical lines in the 3D space. While this is in general an ill-
posed problem, we simplify the task by making reasonable 
assumptions based on our application. Suppose that the 
angle of the vertical lines in the 2D image is zero, then those 
lines whose absolute angle is less than a threshold is the 
projection of 3D lines that are nearly vertical. If the rotation 
around z and x axes is not much, which is usually the case 
for a fixed camera on a mobile platform, we can use Hough 
transformation to search for all lines and then filter out 
vertical lines using the above criteria.  

3.2 Find R by Transforming Vanishing Point 

Theoretically, all parallel lines in the 3D space intersect 
at same vanishing point. After projection to a 2D image, the 
projected vanishing point maybe not at infinity any more, 
which means the parallel lines are no longer parallel in the 
2D image. To make them parallel in the image, we can 
simply transform the vanishing point to the infinity. For our 
problem, we need to transform the vanishing point to 
(0,1,0)T , which is the coordinates of the vanishing point of 

all parallel vertical lines in the 2D image. Therefore, we can 
formalize our approach to finding R as: Suppose that the 
vanishing point in the normalized 2D image is 

( , , )T
v v vv x y z� , find a rotation matrix 1

1vH R R −
= =

�
such 

that (0,1,0)T
vR v � . In our approach, vR  is computed by 

rotating the camera around two axes independently. First, we 
rotate the camera around its z axis, which is equal to rotating  
the image coordinates, such that the vanishing point is 
transformed to the y axis (that is, x = 0). Second, we rotate 
the camera around the x axis to transform the vanishing 
point to the infinity. Finally, we have 
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cos( ) sin( ) 0 0

sin( ) cos( ) 0  such that '

0 0 1 '

1 0 0 0 0

0 cos( ) sin( )  such that ' ''

0 sin( ) cos( ) ' 0

v x z

z z v

z z z z v v

v v

x x x x v v

x x v

R R R

x

R R y y

z z

R R y y

z

θ θ

θ θ

θ θ

θ θ

=

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥

= − =⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢

= =⎢ ⎥ ⎢ ⎥ ⎢
⎢ ⎥ ⎢ ⎥ ⎢−⎣ ⎦ ⎣ ⎦ ⎣ ⎦

⎥
⎥
⎥

 (9) 

From (9), we have: 
arctan( / ), arctan( '/ ')z v v x v vx y z yθ θ= − =            (10) 

3.3 Iterative Rv Estimation 
Before estimating Rv, we need to transform the lines to 

the normalized image space as (7) defines. Suppose that a 
line is represented as a 3x1 vector ( , , )Tl a b c= , after 

transformation, 1' ( ) T Tl K l K l− −
= =  ([7]). Due to noise and 
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inaccuracies in vertical line detection, we need a robust 
estimation algorithm for Rv. We first define an error 
measurement for Rv: Given a set of normalized vertical lines 

{li} and an estimate vR� , the error of vR� is defined as 

( ) ( | ) ( ' ) ( ')v i v i v i i
i i i

E R E l R E l R l lθ= = = =∑ ∑ ∑� � �    (11) 

where li’ represents transformed line of li under vR� , and 

( ')ilθ  is the angle of li’ (assuming that the vertical line’s 

angle is zero). Intuitively, the error function is defined so as 
to make all transformed lines to be vertical.  

We have proposed the method for estimating Rv in 
section 3.2, which starts from the vanishing point. Basically, 
vanishing point is the intersection of the vertical lines. 
Ideally, all detected vanishing lines should have a common 
intersection points. But in practice, there may be multiple 
intersections. Here we propose the following algorithm for 
searching for the best Rv in the rotation space: 

  Input: An image I, camera internal matrix K
  Output: camera orientation Rv

  Algorithm: 
  1. Use Hough transformation to detect all lines 
  2. Choose all lines whose absolute angle is less than T
  3. Compute all intersection points from any two lines. 
  4. Determine Rv from intersection point. 
  5. Choose a best Rv that has the minimum error. 
  6. Start with Rv, adjust xθ  and zθ in a range, and find a 

better Rv. 

4. GROUND PLANE DETECTION WITH 
ORIENTATION ESTIMATION 

In ([8]), we proposed a normalized-homography-based 
approach to detect ground plane from motion. In general, the 
homography of the plane can be computed as: 

1 1
2 1( / )TH KR I Cn d R K− −

= + Δ                 (12)  

where ( , )T Tn dπ = is the coordinates of a plane so that for 

points X on the plane we have X 0Tn d+ = . If we assume 
that the camera only rotates around the y-axis, 
or 2 1 yR R R= Δ . We can use the normalized homography: 

1
1 1

ˆ ( ) ( ) ( / )TH KR H KR R I Cn d−
= = Δ + Δ         (13) 

Since the normal vector of the ground plane is determined, 
i.e. 0 (0,1,0)Tn = , normalized ground plane homography has 

only 3 degree of freedom(DOF), which is much less than a 
general homography with 8 DOFs. Moreover, RΔ and 

CΔ can be directly used for localization. 
However, to achieve such DOF reduction, camera 

orientation (R1) is required. [8] presents a manual way to 
calibrate the orientation. With automatic camera orientation 
estimation, not only can we eliminate initial R1 calibration, 
but also we can remove the constraint that the camera can 
only rotate around the y-axis. We now show how to achieve 
this. 

Given the world coordinates system in Fig. 1. R can be 
decomposed as: 

z x yR R R R=                                 (14) 

This means that, from the world coordinates system to R1, 
we first rotate around the y-axis, and then around x and z
axes. From (9), since 1

1vR R −
= , we can recover Rz and Rx. 

Although Ry is left unspecified, it is reasonable since in the 
world coordinates system, we only require the y axis is 
perpendicular to the ground plane, meaning that there is a 
freedom to rotate around the y axis. Thus we can write R1

and R2 as 1
1 1 1v yR R R−
= and 1

1 1 2v yR R R−
= . So (12) becomes 

1 1 1
2 2 1 1( / )T

v y y vH KR R I Cn d R R K− − −
= + Δ        (15) 

Without losing generality, we can assume 1yR I= , now we 

can write the normalized homography as 
1 1 1

2 1 2
ˆ ( ) ( ) ( / )T

v v yH KR H KR R I Cn d− − −
= = + Δ    (16) 

Note R2y is a rotation matrix around the y-axis, which 
has exactly the same form and meaning as RΔ  in (13). In 
(16), R1v and R2v are automatically estimated from images, 
thus no R calibration is required and the constraint of only 
rotating around the y-axis is removed. 

5. EXPERIMENTS 

Experiments have been carried out to assess the proposed 
algorithm. In the following, sample results are presented. 
The first example illustrates the process of estimating 
camera orientation with the detection of vertical lines. Fig. 2 
is based an indoor sequence captured by a robot platform. 
Fig. 2 (a) shows the original image with detected vertical 
lines in green color. (b) shows the rectified view with 
rotation around the z axis so that the vanishing points lie on 
the horizontal center of image. (c) shows the rectified view 
with rotation around the x axis so that the vanishing points 
are transformed to infinity, i.e. all lines become parallel. (d) 
shows the results by applying both rotations so that all 
vertical lines become vertical in the image. 

The second sample illustrates the application of the 
proposed method to normalized-homography-based ground 
plane detection. Fig. 3 (a) and (b) show the point 
correspondences. Fig. 3 (c) shows the rectified first view 
with orientation calibrated with a check board pattern ([8]). 
Fig. 3 (d) shows the rectified view with automatically 
estimated orientation from vertical lines in (e). (f) shows the 
detected ground plane points in green (red ones are thus 
obstacle points). (g) shows the difference between the 
second view and the transformed first view using the 
computed normalized homography. Note the difference 
between (c) and (d). This is partially due to the inaccuracy in 
the detection of vertical lines. For example, as (e) shows, the 
cabinet’s edge is not detected (due to a specific parameter 
setting in line detection) whereas an edge on the backpack is 
detected although that may not be an actual vertical line. 
However, this example serves to illustrate that the proposed 
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method works reasonably well despite the lack of prior 
calibration and in the presence of inaccuracies of the vertical 
line detection. 

6. CONCLUSIONS

In this paper, we introduced a method to automatically 
estimate the orientation of the camera on a robot platform, 
using detected image lines that correspond to vertical line 
structures in the physical world, which are abundant in most 
man-made environments. We have showed how this 
estimated orientation can be used in rectifying a view so that 
the image plane becomes vertical, which is a common 
assumption in many vision-guided mobile robot systems. We 
further applied the technique to normalized-homography-
based ground plane detection, which previously would 
demand a fixed camera and an initial orientation calibration. 
Both theoretical analysis and experimental evaluation have 
demonstrated the advantages of the proposed method.

                        (a)                                                  (b) 

(c) (d) 
Fig. 2. (a) The original image and detected vertical lines. (b) 
Rotation around z axis. (c) Rotation around x axis. (d) The results 
combing (b) and (c), where the detected lines are all vertical and 
parallel in the image.
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                       (a)                                                  (b) 

                        (c)                                                 (d) 

                       (e)                                                   (f) 

(g) (h) 
Fig. 3. (a)-(b): two views with feature points and their 
correspondence (indicated by red line segments). (c): rectified first 
view with R1 calibrated by checkboard patterns [8]. (d): rectified 
view with R1 automatically estimated from vertical lines in (e). (f): 
the result of detected ground plane points with R1 in (d). (g): the 
difference between the second view and the transformed first view 
(h): difference using the homography estimated from inliers in (f). 
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