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ABSTRACT

Query by example of multimedia signals aims at automatic retrieval

of media samples from a database, which are similar to a user-

provided example. This paper proposes a method for query by ex-

ample of audio signals. The method calculates a set of acoustic

features from the signals and models their probability density func-

tions (pdfs) using Gaussian mixture models. The method measures

the similarity between two samples using the Euclidian distance be-

tween their pdfs. A novel method for calculating the closed form

solution of the distance is proposed. Simulation experiments show

that proposed method enables higher retrieval accuracy than the ref-

erence methods.

Index Terms— Acoustic signal processing, database query pro-

cessing, feature extraction.

1. INTRODUCTION

The management of ever growing multimedia databases is time con-

suming when done completely manually. This is why automatic sys-

tems are required to lighten the job. Query by example aims at au-

tomatical retrieving of samples from a database, which are similar

to the example provided by the user. For example, the user gives a

sample of a dog barking and system returns all the samples from the

database which contain dog barking. Query by example differs from

supervised classification in the sense that there are no predefined

classes for which the system could be trained. Therefore, unless

the similarity is defined beforehand according to a certain criterion,

query using only one example is not a well defined problem. Con-

sider the situation where the user gives an example of male speech:

without predefining the similarity metric, it is impossible to know

whether the user wants samples from the same speaker, from all male

speakers, or speech in general.

The existing methods usually overcome the above limitation by

representing the samples using a set of features which have been

found to correlate with the perceptual similarity. Thus, query by

example is usually done in the following way [1, 2, 3]: first, features

are extracted from the example and all the samples in the database.

Second, the distances between the feature vectors of the example and

the database samples are estimated using a certain distance metric.

Finally, database samples having the shortest distance to the example

are retrieved.

Spevak and Favreau [1] used the average Euclidean distance be-

tween the features. They also applied self-organizing maps (SOM)

to project the high-dimensional feature data into a two-dimensional

space, and calculated the Euclidian distance between the SOMs.

Gabbouj et al. [4] used a method, where samples were first clas-

sified into four main categories and then searched for similar sam-

ples only within the samples of the same main category. Helén and

Lahti [2] used following three different methods. In the feature his-

togram method the feature vectors were quantized and the similarity

was measured by the distance between their histograms. The hid-

den Markov model (HMM) method generates a HMM for the exam-

ple and then uses the likelihood of the database sample to estimate

whether it is more likely to be generated by the example model than

by a background model. The likelihood ratio test models the com-

bination of the example and a database sample using n-component

and 2n-component GMMs and retrieves samples for which the n-

component likelihood is higher.

In this paper we estimate the similarity of two samples by mea-

suring the difference between their probability density functions

(pdfs) p1 and p2 of the features. However, the features are continous-

valued which makes the estimation of their pdfs difficult. Previously

this has been solved by quantizing the observation values and calcu-

lating their counts within each quantization level to obtain observa-

tion histograms [5]. The drawback in the quantization is that if two

observations fall into different quantization levels, they are regarded

as different even when they are closely spaced. To overcome this

limitation, we model the continuous pdfs of the samples by Gaussian

mixture models. The existing methods operating on continuous pdfs

estimate the similarity by the likelihood [6] that the database sample

is generated by the pdf of the example. However, the likelihood is

not ideal in the sense that it is negative even for identical samples,

whereas the distance between the pdfs can reach zero. We propose

a method for calculating the closed-form solution for the Euclidean

distance between two GMMs. The proposed similarity measure is

shown to produce higher accuracy in the simulations than the exist-

ing methods.

The paper is organized as follows. Section 2 describes the fea-

ture extraction and modeling, Section 3 proposes the similarity mea-

sure. Section 4 introduces different ways to retrieve the samples.

Section 5 gives experimental results and comparisons to the other

methods.

1.1. System overview

An overview of the system is illustrated in Fig. 1. First, the example

signal given by the user is divided into frames and a set of features

is extracted within each frame. Second, a GMM which models the

feature distribution is estimated using the expectation maximization

(EM) algorithm. The same set of features and a GMM is estimated

for each sample in the query database beforehand. Third, the exam-

ple signal is compared against the database signals one at the time

and similarity between all pairs is estimated by the Euclidean dis-

tance between their pdfs. Finally, when all the similarity values are
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Fig. 1. Overview of the query by example system.

calculated a decision is made regarding the similarity of the samples

to the example and those considered similar are returned to the user.

2. FEATURE EXTRACTION AND MODELING

The goal of feature extraction is to describe the perceptual properties

of a signal using a small number of parameters. The input signal is

divided into 46 ms frames and a set of features is extracted in each

frame. The frequency content of the frame is described using three

Mel-frequency cepstral coefficients, spectral centroid, noise likeness

[7], spectral spread, spectral flux, harmonic ratio [8], and maximum

autocorrelation lag. Temporal characteristics of the signal are de-

scribed using zero crossing rate, crest factor, total energy, and vari-

ance of instantaneous power. Each feature is normalized to have zero

mean and unity variance over the whole database. The total number

of features is N = 13, and x is used to denote the feature vector of

length N within each frame.

2.1. Gaussian Mixture Model for the Features

The distribution p(x) of the features of each sample is modeled using

a Gaussian mixture model (GMM), defined as

p(x) =

IX
i=1

wiNi(x; μi,Σi), (1)

where wi is the weight of the ith component, I is the number of com-

ponents, and Ni is the multivariate normal distribution with mean

vector μi and diagonal covariance matrix Σi. The weights are non-

negative and sum to unity.

Two methods for estimating the parameters of the GMMs were

tested. The first uses the expectation maximization (EM) algorithm

to estimate the means and variances for a fixed number of compo-

nents. It should be noted that the variances have to be restricted

above a relatively high fixed minimum level, since low-variance

components would dominate the measure. The second method uses

the Parzen-window [9, pp. 164-174] approach which assigns a

GMM component with fixed variance for each observation so that

I equals the number of frames, μi is the feature vector within frame

i, σi,n is fixed, and wi = 1/I .

3. PROPOSED SIMILARITY MEASURE

The similarity of two samples is measured by the square of the Eu-

clidean distance e between their distributions p1(x) and p2(x). This

is obtained by integrating the squared difference over the whole fea-

ture space:

e =

Z
∞

−∞

. . .

Z
∞

−∞

[p1(x)− p2(x)]2 dx1 . . . dxN (2)

To simplify the notation, we rewrite the above multiple integral as

e =

Z
∞

−∞

[p1(x)− p2(x)]2 dx (3)

in the following.

3.1. Closed-Form Solution for the Euclidean Distance Between

GMMs

The Euclidean distance (3) can be written as e = e11 + e22 − 2e12,

where the three terms are defined as

e11 =

Z
∞

−∞

[p1(x)]2 dx, (4)

e22 =

Z
∞

−∞

[p2(x)]2dx, (5)

and

e12 =

Z
∞

−∞

p1(x)p2(x) dx. (6)

All the above terms are definite integrals of the product of two

GMMs, for which the closed-form solution can be obtained. First,

let us write the product of two normal distributionsN1 andN2 as

N1(x; μ
1
,Σ1)N2(x; μ

2
,Σ2) =

1

(2π)N
p
|Σ1||Σ2|

exp

"
−

NX
n=1

„
(xn − μ1,n)2

2σ2

1,n

+
(xn − μ2,i)

2

2σ2

2,n

«#

(7)

where μk,n is the nth entry of mean vector μk, k ∈ {1, 2}, and σ2

k,n

is its variance.

Second, we use the identityZ
∞

−∞

exp

»
−

(a− b)2

e2
−

(a− c)2

f2
+ g

–
da

=
2π|e||f |p
e2 + f2

exp

»
−

e2f2(c− b)2

e2 + f2
+ g

– (8)

and integrate (7) N times, with respect to all the entries of x to obtainZ
∞

−∞

N1(x; μ
1
,Σ1)N2(x; μ

2
,Σ2) dx

=
1QN

n=1

q
σ2

1,n + σ2

2,n

exp

"
−

1

2

X
n=1

(μ1,n − μ2,n)2σ2

1,nσ2

2,n

σ2

1,n + σ2

2,n

#

(9)
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Let us denote the integral (9) of the product of the ith component of

GMM k ∈ {1, 2} and the jth component of GMM m ∈ {1, 2} by

Qi,j,k,m.

The values for the terms e11, e22, and e12 in (4)-(6) can now be

calculated as

e11 =

IX
i=1

JX
j=1

wiwjQi,j,1,1, (10)

e22 =

IX
i=1

JX
j=1

vivjQi,j,2,2, (11)

and

e12 =

IX
i=1

JX
j=1

wivjQi,j,1,2, (12)

where wi and wj are the weights of the ith and jth component of

GMM 1 and vi and vj are the weights of the ith and jth component

of GMM 2.

The Euclidean distance e = e11+e22−2e12 is used as a distance

measure for the similarity: the smaller the distance, the more similar

are the samples.

4. QUERY OUTPUT

When the similarity estimates are received, there are two application-

dependent main possibilities how to return the results to the user.

The first one is to sort the signals in order of similarity and retrieve a

fixed number of most similar samples to the user. The drawbacks are

that there is a possibility that some of the received samples are very

different from the example, since the fixed number of samples is re-

trieved. Furthermore, the whole database has to be queried before

the results can be presented.

The other possibility is to retrieve all the samples having the

distance below a predefined fixed threshold, which may be defined

manually by the user or calculated automatically using the distances

of the database samples. This enables returning similar samples dur-

ing the query processing. The disadvantage of this method is that

adjusting the threshold may not be straightforward and it might re-

quire user feedback.

5. SIMULATION EXPERIMENTS

The performance of the proposed similarity measure was tested

against existing methods. The feature histogram method uses vec-

tor quantization to quantize feature vectors, generates feature his-

tograms, and estimates the Euclidean distance between them [2].

The GMM method uses either the EM algorithm or Parzen window

method to estimate a GMM for the example and evaluates the like-

lihood of the database sample. The methods are called histogram,

EM-likelihood, and Parzen-likelihood in the following. The pro-

posed Euclidean distance for the GMMs estimated using the EM

algorithm and Parzen window method are called EM-Euclidean and

Parzen-Euclidean. The number of Gaussians used in the EM algo-

rithm was 8. In the Parzen-Euclidean method different variances

were tested and σ2 = 2 which produced approximately the best re-

sults was used in the final simulations (using a fixed value is possible

because the variances of the features have been normalized to unity).

In the EM-Euclidean method the feature variances were restricted

above unity.

Class Partzen-Eucl. Histogram EM-likel.

stationary noise 78 / 79 53 / 24 70 / 42

music 58 / 58 45 / 52 53 / 76

environmental noise 58 / 44 63 / 99 48 / 59

speech 86 / 100 67 / 49 90 / 84

average 70 / 70 57 / 57 65 / 65

Table 1. Precision / recall for different classes.

Simulations were carried out using a database consisting of 240

samples with 16 kHz sampling rate. The lengths of the samples var-

ied between 5 and 30 seconds. The samples were manually anno-

tated into 4 classes: speech, music, environmental noise, and sta-

tionary noise.

5.1. Evaluation procedure

One sample at a time was drawn from the database to serve as an

example for a query and the rest were considered as the database. A

database sample was considered correctly retrieved, when it was an-

notated into the same class as the example. The query was repeated

using each of the S samples as the example, resulting in altogether

S(S − 1) pairwise comparisons. The number of correctly retrieved

samples cu was calculated for each class u ∈ {1, 2, 3, 4}. The ratio

of correctly retrieved samples to all the comparisons is given by the

average of recall of each query

recall(u) =
cu

Su(Su − 1)
, (13)

where Su is the total number of samples in the class u. The ratio of

correctly classified samples to all the samples ru retrieved for class

u examples is given by the precision

precision(u) =
cu

ru

. (14)

The overall precision and recall were estimated for the whole

database as the average of the class-wise precision and recall.

5.2. Results

Overall recall and precision for the tested methods with different val-

ues of the threshold are illustrated in Figure 2. The Parzen-Euclidean

method produces the best results on the average. Furthermore, both

methods which use the Euclidean distance produce better results

than the other methods.

Table 1 presents the results for three methods, when the database

samples having the distance below a fixed threshold were considered

similar. The thresholds were set to the level which produces equal

average precision and recall values. The proposed Parzen-Euclidean

method produces 5 percent units higher average precision and recall

than the EM-likelihood method and 13 percent units higher average

than the histogram method. On average the speech class samples are

retrieved more accurately than the others.

Fig. 3 presents the results for the proposed method and different

classes, when n most similar samples to the example are considered.

The number of samples in each class was 60 and therefore values

between 1 and 60 were used for n. It can be seen in the figure that

the precision is very high when less than 10 most similar samples

are retrieved.

I  227



0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Precision

re
ca

ll

Parzen Euclidean
Parzen likelihood
EM likelihood
EM Euclidean
Histogram

Fig. 2. The average presicion and recall for the tested algorithms at

different threshold values.
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Fig. 3. Results of the Parzen-Euclidean method when a fixed number

of most similar samples were retrieved.

6. CONCLUSIONS

In this paper, a novel approach to the query by example of audio

signals was presented. We model the continous pdfs of the acous-

tic features using GMMs, which enables calculating the pdfs with-

out quantizing the features. A novel method for calculating the Eu-

clidian distance between the pdfs of two GMMs is proposed and

the measure was succesfully used as a similarity measure in the de-

scribed application.

The proposed method was tested against the previous query by

example methods based on histograms of quantized features and

likelihoods of GMMs. The proposed method enabled higher preci-

sion and recall rates than the reference methods. In the comparison

to the likelihoods of GMMs the average precision and recall rates

were increased from 65 to 70.

The basic problem in query by example using only a single ex-

ample is the definition of similarity itself. Based on only one ex-

ample it is difficult even for a human to say what the user means

with similarity. Therefore, the future work will consider taking the

feedback from a user. When the first query is done, the user could

guide the algorithm by telling which retrieved samples were correct

or which were not and the system could learn from this feedback.

This way the system gains information regarding the users idea of

similarity. A new query could then be done based on this improved

knowledge.
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