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ABSTRACT

Binaural presentation of X.Y sound is usually performed using vir-
tual audio principles – that is, by attempting to virtually reproduce
the setup of the X+Y loudspeakers in the reference room con g-
uration. The computational cost of such playback is linear in the
number of channels in the X.Y setup. We present a novel scheme
that computes, offline, a spatio-temporal representation of the sound
eld in the listening area and store it as a multipole expansion. Dur-

ing head-tracked playback, the binaural signal is obtained by eval-
uating the multipole expansion at the ear position corresponding to
the current user pose, resulting in a xed playback cost. The repre-
sentation is further extended to incorporate individualized HRTFs at
no additional cost. Simulation results are presented.

Index Terms— Acoustic elds, audio systems, binaural presen-
tation, head-related transfer function, surround sound.

1. INTRODUCTION

State-of-the-art consumer technology for reproduction of music and
movie soundtracks consists of six or more loudspeakers spatially
arranged in accordance with Dolby Digital 5.1 or DTS standards.
The sense of presence created can be compelling; however, a 5.1
surround sound system is obviously stationary and cannot be “taken
with the user”. On the other hand, there is a signi cant increase
currently in the number of people who listen to music on various
portable devices using headphones. It would be of interest to fully
and accurately reproduce the impression obtained by the user in the
real 5.1 setup, or in other X.Y setups, by means of binaural (head-
phone) delivery.

In a real environment, sound that reaches the ear of a person dif-
fers from the original source sound due to scattering of the sound
off the environment and off the person. Of particular interest is
the participation of the person’s outer ear (pinna) in the scattering.
Pinna asymmetry leads to changes in the spectrum of the sound at the
ear that are dependent on the direction of the sound source. These
changes, along with inter-aural time and level delays due to spa-
tial separation of two ears and head shadowing, are responsible for
our ability to localize sounds. All localization cues are encoded
in the head-related transfer function, HRTF [1], which is the ra-
tio of the Fourier transform of the sound at the left (or right) ear

l,r(k, r, , ) to that of the sound at the head center location c(k)
as if the listener were absent

Hl,r(k, r, , ) =
l(k, r, , )

c(k)
. (1)

Here (r, , ) are the spherical coordinates of the source location and
k is the wavenumber (related to frequency f as kc = 2 f , where c is

the sound speed). When the source range is farther than several head
diameters, the dependence on r is weak and is usually neglected.

In the reference X.Y setup, the sound emanating from each loud-
speaker is ltered with the appropriate HRTFs for the speaker direc-
tion, and a sum of HRTF- ltered sounds is heard by each ear. Fur-
thermore, in a real environment a multitude of reflections from the
walls and from objects leads to an effect commonly known as re-
verberation, which gets ltered similarly. Finally, a listener in the
reference setup may move and turn, thereby changing the positions
of the speakers in a user-bound frame and therefore changing the
received sound (so user tracking is necessary for binaural delivery).
All these effects must be reproduced faithfully for binaural playback
to recreate the impression of the physical X.Y setup.

One approach is to simulate the physical system [2] by process-
ing each virtual source via a pipeline that includes computing the
positions of early reflections for the source, retrieving HRTFs for
speaker/reflection directions according to the user pose, adding a
reverberation tail, and convolving the source signal with the thus-
obtained system’s impulse response corresponding to the loudspeaker.
This is repeated for each source, and the results mixed and played
over headphones. Very compelling results are achieved with one or
two simulated sound sources; however, the method’s computational
cost grows with the number of sources.

An alternative approach is taken here, which has a cost inde-
pendent of the number of channels. If the physical arrangement of
X.Y setup and the user position are given, a spatio-temporal repre-
sentation of the impulse response for each loudspeaker in the neigh-
borhood of the user position can be obtained. The Sound eld mi-
crophone and related Ambisonics recording technique [3] make an
attempt to preserve the directionality of the sound eld; however, the
sound eld representation used is far from complete and is insuf -
cient for creating a fully immersive experience. The spatio-temporal
representation proposed by us fully preserves the eld directionality
and can be used for playback with HRTFs. Further, when the signals
(e.g., the tracks of the music piece) for each channel are available, it
is possible to sum up contributions of all channels into a single rep-
resentation that captures the total acoustic eld produced by all loud-
speakers, HRTF effects, and reverberation. A constant-cost compu-
tation is then used to generate the signal for binaural presentation
based on current head-tracking data.

2. BACKGROUND

In a volume with no acoustic sources enclosed, the propagation of
the acoustic wave is governed by Helmholtz equation

2 (k, r) + k2 (k, r) = 0, (2)
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where (k, r) is the Fourier transform of the pressure. Solutions of
the Helmholtz equation can be expanded as a series of spherical basis
functions – the regular Rm

n (k, r) in nite regions and the singular
Sm

n (k, r) in in nite regions:

Rm
n (k, r) = jn(kr)Y m

n ( , ); Sm
n (k, r) = hn(kr)Y

m
n ( , ), (3)

Y m
n ( , ) = ( 1)m

s
2n + 1

4

(n |m|)!

(n+ |m|)!
P |m|

n (cos )eim ,

where (r, , ) are spherical coordinates of the radius vector r, jn(kr)
and hn(kr) are the spherical Bessel and spherical Hankel functions,
respectively, Y m

n ( , ) are the orthonormal spherical harmonics, and
Pm

n (μ) are the associated Legendre functions.
Any regular acoustic eld (k, r) near a point r in a region

that does not contain sources can be represented as a sum of regular
functions with some complex coef cients Cm

n (k) as

(k, r) =
X
n=0

nX
m= n

Cm
n (k)Rm

n (k, r r ). (4)

In practice the outer summation is truncated:

(k, r) =

pX
n=0

nX
m= n

Cm
n (k)Rm

n (k, r r ). (5)

The parameter p is called the truncation number. Its choice depends
directly on k and on the radius D of the region in which the approx-
imation (5) is used to represent the eld [4].

3. FREE-FIELD CASE

Impulse response (IR): Let loudspeaker c be located at point r(c) in
the reference con guration, the listener’s head center be at the origin,
and the region of interest be an area near the origin (in contrast with
[5], where area of interest is the whole room). We rst computer a
representation of the eld in the region without the listener.

The reverberation in a simple “shoebox” room can be computed
using the Allen-Berkley model [6]. The reverberation in this model
is represented by a collection of image sources located outside of the
room. The position and the strength of each image source are com-
puted from geometric constraints and wall absorption coef cients
[6].

Assume that computed image sources are located at points r(c)l

and have strengths Q
(c)
l . The potential (c)(k, r) formed by all

image sources is equal to the sum of potentials generated by each
source,

(c)(k, r) =
X

l

Q
(c)
l

eik|r r
(c)
l

|

4 |r r
(c)
l |

. (6)

Using multipole translation identity [4] and assuming that there
are no sources within the region of interest, we can represent the
potential as

(c)(k, r) =
X

l

Q
(c)
l

"
ik

pX
n=0

nX
m= n

S m
n (k, r

(c)
l )Rm

n (k, r))

#
.

(7)

The summation can be regrouped as follows:

C(c)m
n (k) =

X
l

Q
(c)
l S m

n (k, r
(c)
l ), (8)

(c)(k, r) = ik

pX
n=0

nX
m= n

C(c)m
n (k)Rm

n (k, r).

The potential at any point r in region of interest can now be com-
puted using these equations, subject of course to the proper choice
of p based on k and D. Note that the set of coef cients C(c)m

n (k)
for channel c does not depend on point r at all. Such factorization
of the total potential into receiver-position-dependent and receiver-
position-independent part constitutes the basis for powerful set of
algorithms known as fast multipole methods [7]. As such, the co-
ef cients C(c)m

n (k) can be precomputed in advance. They fully de-
scribe the 3-D eld in the region of interest. As the Fourier transform
of a unit-strength impulse is equal to one at all k, one can also think
that the set of these coef cients de ne a spatio-temporal impulse re-
sponse (STIR) of a system because for a given evaluation point r one
can directly compute a transfer function (c)(k, r) and get a corre-
sponding impulse response by doing its inverse Fourier transform.

To reiterate, the difference between “traditional” method of ren-
dering virtual audio (as in, e.g., [2]) and the proposed method is as
follows. In the “traditional” method, the current position and orien-
tation of the user is used to compute appropriate system impulse re-
sponse from scratch (i.e., by using HRTFs corresponding to current
positions of loudspeakers and image sources in used-bound coordi-
nate system). In the proposed method, instead, the set of coef cients
C
(c)m
n (k) determining the STIR in the region where the user might

potentially be is fully computed rst (this step may be performed
in advance), and then the traditional time-domain impulse response
is computed for positions of user’s ears by computing (c)(k, re)
(where re is the radius vector of the appropriate ear) and taking IFT.

Total eld: Assume that for each channel c the signal x(c)(t)
is to be played via this channel. Recall that the convolution in time
domain is equivalent to the multiplication in frequency domain. If
the set ofC(c)m

n (k) is known for each channel, then the output signal
for each ear located at point re is computed as

y(t) =
X

c

IFT (X(c)(k) (c)(k, re))(t), (9)

where (c)(k, re) is a complex conjugation of (c)(k, re),X(c)(k)

is the Fourier transform of x(c)(t), and IFT is the inverse Fourier
transform. The following trick can be applied. Observe that if y(t) =
IFT (Z1(k)Z2 (k))(t) and ŷ(t) = IFT (Z1 (k)Z2(k))(t), then ŷ(t)
is a time-inverse of y(t). As such, we can put conjugation onto the
signal itself as long as we remember to time-inverse the obtained
result:

ŷ(t) =
X

c

IFT (X (c)(k) (c)(k, re))(t). (10)

Due to linearity of the Fourier transform, one can push the summa-
tion inside the IFT , use equation (8) to arrive at

Dm
n (k) =

X
c

X (c)(k)C(c)m
n (k), (11)

ŷ(t) = IFT (ik

pX
n=0

nX
m= n

Dm
n (k)Rm

n (k, re))(t),

and obtain y(t) via time inversion. Now coef cients Dm
n (k) form

a spatio-temporal eld representation (STFR) and fully describe the
acoustic eld in the area of interest created during playback of x(c)(t)
via c loudspeakers; contributions of all c channels are summed up
to form Dm

n (k). As a consequence, the computational load during
playback is no longer dependent on the number of channels.
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In practice, it is necessary to break x(c)(t) into frames as it is
usually done for frequency-domain convolution, padding frames as
appropriate to avoid wrap-around effects [8]. Then, separateDm

n (k)
are computed for each frame, and the X.Y sound is stored in ready-
for-playback format as sets of Dm

n (k) for each frame. The origi-
nal X.Y tracks are no longer necessary at that point; furthermore,
as mentioned before, there exist only one set of Dm

n (k) per input
frame, containing all original channels. The storage requirements
of such scheme is increased compared to storing only per-channel
STIR C

(c)m
n (k) (in the latter case only c sets of coef cients are

stored, compared to the number of sets Dm
n (k) equal to the num-

ber of frames in x(c)(t) in the former case). Higher storage require-
ments are however compensated by lower computational load during
playback.

4. HRTF-ENABLED PLAYBACK

Playback with sphere HRTFs: In the presence of the listener, the
eld at the ears is scattered off themselves and must be processed

with HRTFs. In the absence of actual HRTFs and for simplicity,
sometimes spherical HRTFs are used, as if the scatterer were a pin-
naless spherical head of radius a. Let

R̃m
n (k, a, re) = (jn(kre)

j0
n(ka)

h0
n(ka)

hn(kre))Y
m
n ( e, e). (12)

The modi cation of the eld by the sphere can be obtained by sub-
stituting Rm

n (k, re) in (8) and (11) with R̃m
n (k, a, re) [9].

Individual HRTFs: For greater delity, individualized HRTFs
must be incorporated and (8) be modi ed. By de nition, the HRTF
H(k, sj) is the potential created at the ear by the plane wave eikr·sj .
Assume rst that the user is xed (later, we will allow the user to
move and rotate) and that the incident (c)(k, r) is given by (8). The
idea is to compute the potentials m

(h)n(k) at the ear created by each
spherical mode Rm

n (k, r) and then sum them up weighted by the
input coef cients C(c)m

n (k). m
(h)n(k) is called mode response, and

subscript h indicates that it incorporates the HRTFs of the particular
user and is therefore individualized.

To incorporate HRTFs into the rendering, we decompose each
spherical mode over the plane wave basis [10]. Any regular acoustic
eld (k, r) in a region can be represented as a superposition of

plane waves eiks·r, with each plane wave weighted by μ(k, s):

(k, r) =
1

4

Z
Su

μ(k, s)eiks·rdS(s), (13)

where integration is taken over all possible directions s; μ(k, s) is
known as a signature function and fully speci es the eld in the
region. The multipole and the plane-wave representations can be
converted to each other via Gegenbauer expansion:

μ(k, s) =
X
n=0

nX
m= n

i nCm
n (k)Y m

n (s), (14)

Cm
n (k) = in

Z
Su

μ(k, s)Y m
n (s)dS(s).

In practice, integration over the surface is replaced with summation
over L quadrature points on the sphere with quadrature weights wj .
Details of choosing L, relationship between p and L, and procedures
for computing quadrature points and weights can be found in [10].

Thus,

Rm
n (k, r) =

i n

4

LX
j=1

wjY
m
n (sj)e

ikr·sj , (15)

eikr·sj = 4

pX
n=0

nX
m= n

inY m
n (sj)R

m
n (k, r). (16)

For a given mode Rm
n (k, r), equation (15) decomposes it into a set

of plane waves in the directions in the HRTF measurement grid. As
the response to each of those plane waves is known (it is just the
HRTF), the mode response m

(h)n(k) to Rm
n (k, r) is

m
(h)n(k) =

i n

4

LX
j=1

wjY
m
n (sj)H(k, sj). (17)

Recall that the incident eld is described as

(c)(k, r) = ik

pX
n=0

nX
m= n

C(c)m
n (k)Rm

n (k, r). (18)

As m
(h)n(k) is the response to Rm

n (k, r), the response (c)
(h)(k) to

the incident eld (c)(k, r) for channel c is therefore

(c)
(h)(k) = ik

pX
n=0

nX
m= n

C(c)m
n (k) m

(h)n(k). (19)

This equation de nes how the free- eld STIR de ned by C
(c)m
n (k)

is modi ed by the user’s HRTFs.
Now, consider the case when the user is allowed to move freely.

Note that the motions of the user are relative to the eld; e.g., if
a user rotates, we can instead rotate the incident eld in opposite
direction. The incident eld is described by C

(c)m
n (k); the eld ob-

tained by translation and rotation of the incident eld is described
by some other coef cients Ĉ(c)m

n (k). Given eld’s translation and
rotation, it is possible to write a transform matrix that for a O

¡
p3
¢

cost computes Ĉ(c)m
n (k) from C

(c)m
n (k). The expressions are not

given here for brevity; a full analysis and fast recurrences for trans-
form matrix are given in [4]. As such, to allow for user motion, the
equation (19) is modi ed by substituting C

(c)m
n (k) with Ĉ

(c)m
n (k)

transformed from C
(c)m
n (k) using current user’s pose.

Similarly, free- eld STFR Dm
n (k) can be combined with the

user’s HRTFs for xed-cost playback:

(h)(k) = ik

pX
n=0

nX
m= n

D̂m
n (k) m

(h)n(k)

where D̂m
n (k) is Dm

n (k) subject to the translation/rotation operator
according to the current user pose. Note that the computation all
the way from the original signal to the Dm

n (k) representation and
computation of mode responses from individual user’s HRTFs can
be done offline, and the remaining (playback) computational load is
relatively low.

An alternative approach is to embed HRTF directly in content
as follows. Compute, via traditional methods such as [2], the po-
tential at the ear for many possible head rotations for pulse signal
being played via loudspeaker c.Then, t it with multipoles, result-
ing in a set of coef cients C(c)m

n (k) forming a personalized, HRTF-
embedded STIR, which can be used to prepare HRTF-embedded
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Fig. 1. Left column: Time-domain left-ear IR computed for left
loudspeaker and the head rotated 30 degrees to the left (i.e., the per-
son is facing the loudspeaker) using traditional algorithm (top) and
proposed algorithm (bottom). Right column: Same comparison for
right-ear IRs for the head rotated 80 degrees to the left.

STFR directly playable using equation (11) with current ear posi-
tion as re. In such content, music and HRTFs will be interwoven
in a complex manner. As a possible commercial application, a “per-
sonalized music” service can be set up to acquire user’s HRTFs and
issue music in form of HRTF-embedded STFR.

5. RESULTS

We describe several practical issues and compare the proposed al-
gorithm with traditional one in terms of execution speed and in the
amount of data involved in the decomposition.

Truncation number: The truncation number depends on the ra-
dius of the region of interestD and on the wavenumber k. It is shown
in [5] that theoretically the good choice of p is p = (ekD 1)/2
and in practice p = (3/4)p halves the computational load (due to
number of expansion coef cients roughly proportional to p2) with
negligible increase in approximation error. If a listener is not al-
lowed to move and can only rotate, then D is equal to the radius of
the head a. In the experimental evaluation of the algorithm accuracy
and speed (below), we use a = 0.087m, in which case the truncation
number (3/4)p is about 6 for k = 73.2 (i.e., at the frequency of 4
kHz). (Note that the truncation number should be varied as a func-
tion of k for further reduction of computation load and to prevent
over tting).

Playback with sphere HRTFs: Computed free- eld STFR can
be used for playback with sphere HRTFs by substituting R̃m

n (k, a, re)
forRm

n (k, re) in equation (11). Listening experiments show that the
obtained playback signal indeed exhibits the sphere-scattered char-
acteristics (shadowing, diffraction, and bright spot). Of course, play-
back with sphere HRTFs can only convey azimuthal (left-to-right)
information.

Computation of mode responses: The computational time in-
volved in computation of spherical mode responses m

(h)n(k) was
evaluated on 1.7 GHz Pentium Pro processor based PC. The HRTF
measurement grid had 393 positions and was similar to the grid used
in the original KEMAR HRTF measurements at MIT [12]. It was
found that the computation of mode responses takes about thirty sec-
onds for both ears.

Total eld representation computation and playback: We
used a sampling frequency of 8 kHz and simulated reverberation
length of 200 ms. For each 200 ms fragment of the input sound,
its STFR was computed; STFR of one fragment occupied approxi-
mately 62.4 kB. As a comparison, 200 ms worth of data in 5.1 format
at 8 kHz with 16-bit precision occupies (uncompressed) 19.2 kB. We
can see that the amount of data is increased compared to the original
sound. However, the proposed algorithm’s signi cant advantage is
that the sound frame in STFR always occupies 62.4 Kb, no matter
how many channels there are in the input X.Y signal, and playback
cost is also independent of the number of channels.

The head-tracked playback was performed in real-time directly
from STFR and mode responses without using the original X.Y sound,
consuming about 70% of the available CPU computational power.
We have compared the output signal produced by our algorithm for
several random head orientations with the output signal produced by
traditional virtual audio synthesis algorithm [2] for the same head
orientations and found that the average difference in all cases over
all samples is below 1.5% (Figure 1), showing good accuracy of
multipole representation and reasonable choice of p. Increase in p
decreases approximation error at the expense of increased computa-
tional load.

Use of the technique with higher sampling rate would require
higher computational load and larger storage requirements due to
increased truncation number. We have attempted to implement the
technique with the CD-quality music (44.1 kHz sampling rate) and
found that real-time playback is not feasible on our hardware; how-
ever, the Moore’s law advances in computing power and new archi-
tectures (e.g., general-purpose GPU computing) should allow CD-
quality implementations in the near future.
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