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ABSTRACT

In this paper, we describe the IBM MASTOR systems which
handle spontaneous free-form speech-to-speech translation on
both laptop and hand-held PDAs. Challenges include speech
recognition and machine translation in adverse environments,
lack of data and linguistic resources for under-studied lan-
guages, and the need to rapidly develop capabilities for new
languages. Importantly, the code and models must fit within
the limited memory and computational resources of hand-held
devices. We describe our approaches, experience, and success
in building working free-form S2S systems that can handle
two language pairs (including a low-resource language).

1. INTRODUCTION

Automatic speech-to-speech (S2S) translation has a lot of po-
tential practical applications for both laptops and hand-held
devices, promising to break down communication barriers be-
tween people who do not share a common language and en-
able instant oral cross-lingual communication. At the same
time, the development of accurate and efficient S2S transla-
tion systems poses a lot of challenges. This is especially true
for colloquial speech and resource deficient languages.

Among the challenges for speech recognition and transla-
tion for under-studied languages, there are two main issues:
1) Lack of appropriate amount of speech data that represent
the domain of interest and the oral language spoken by the
target speakers, resulting in difficulties in accurate estimation
of statistical models for speech recognition and translation. 2)
Lack of linguistic knowledge realization in spelling standards,
transcriptions, lexicons and dictionaries, or annotated corpora.
Therefore, various different approaches have to be explored.

Another critical challenge is to embed complicated algo-
rithms and programs into small devices for mobile users. A
hand-held computing device may have a CPU of 256MHz and
64MB memory; to fit the programs, as well as the models and
data files into this memory and to operate the system in real-
time are tremendous challenges [1].

S2S translation efforts at IBM have focused on the chal-
lenges of bidirectional free-form natural communication be-
tween the participating parties. Initial work led to full bidirec-
tional S2S systems for English and Mandarin Chinese, and
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the emergence of the MASTOR multilingual S2S develop-
ment environment [2]. More recently, we have significantly
broadened our experience and efforts to very rapidly develop
systems for under-studied languages, such as regional dialects
of Arabic.

In this paper, we will describe our approaches for develop-
ing main components, such as speech recognition and trans-
lation, and the design of the overall system for different com-
puting platforms [1]. Various statistical approaches (e.g., LM
approaches [3], [4], translation approaches, [5] for concept-
based, [6] for FST-based) are explored and used to solve dif-
ferent technical challenges. We will compare our experience
working with a relatively resource-rich language like Man-
darin Chinese with a language like colloquial Arabic dialect
that does not have any existing resources. We will show how
we addressed the challenges that arise when building auto-
matic speech recognition (ASR) and machine translation (MT)
for colloquial Arabic, give a brief system description, high-
light the difficulties that we faced in migrating the original
system to the hand-held computer, and report our results.

2. MAJOR TECHNOLOGY COMPONENT - ASR

2.1. Acoustic Models

Acoustic models and the pronunciation dictionary greatly in-
fluence the ASR performance. In particular, creating an accu-
rate pronunciation dictionary poses a major challenge when a
new language is involved. Deriving pronunciations for resource-
rich languages like English or Mandarin is relatively straight-
forward using existing dictionaries or letter to sound models.
In certain languages such as Arabic and Hebrew, the written
form does not typically contain short vowels which a native
speaker can infer from context. Deriving automatic phonetic
transcription for speech corpora is thus difficult. This problem
is even more apparent when considering colloquial Arabic,
mainly due to the large number of irregular dialectal words.

One approach to overcome the absence of short vowels
is to use grapheme based acoustic models. These lead to
straightforward construction of pronunciation lexicons and hence
facilitates model training and decoding. However, the same
grapheme may lead to different phonetic sounds depending
on its context. This results in less accurate acoustic models.
For this reason we experimented with two other different ap-
proaches. The first is a full phonetic approach which uses
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short vowels, and the second uses context-sensitive graphemes
for the letter ”A” (Alif) where two different phonemes are
used for ”A” depending on its position in the word.

To perform vowelization, which is necessary for phonetic
transcription, we used a mix of dictionary search and a statis-
tical approach. The word is first searched in an existing vow-
elized dictionary, and if not found it is passed to the statistical
vowelizer[7].

Acoustic modeling for both the laptop and hand-held sys-
tems is based on the IBM ViaVoice product engine. This
highly robust and efficient framework uses rank based acous-
tic scores [8] which are derived from tree-clustered context
dependent Gaussian models. These acoustic scores together
with n-gram LM probabilities are incorporated into a stack
based search algorithm to yield the most probable word se-
quence given the input speech.

2.2. Language Models

Language modeling (LM) of the probability of various word
sequences is crucial for high-performance ASR of free-style
open-ended conversational systems. N-gram LMs need a large
amount of text data to represent the domain word usage dis-
tribution. In applications such as S2S, such a database often
does not exist for the languages and domains of interest. Stan-
dard N-grams may suffer from sparse data. Significant chal-
lenges include how to estimate the word sequence probability
distributions with very limited amount of training data from
the specific application domains. These challenges are even
stronger for under-studied languages.

Our approaches to build LMs fall into three categories:
1) obtaining additional training material automatically; 2) in-
terpolating domain-specific LMs with other LMs; 3) improv-
ing distribution estimation robustness and accuracy with lim-
ited in-domain resources. Automatic data collection and ex-
pansion is the most straight-forward way to achieve efficient
LM, especially when little in-domain data is available. For
resource-rich languages such as English and Chinese, we re-
trieve additional data from the World Wide Web (WWW) to
enhance our limited domain specific data, which shows sig-
nificant improvement [4]. We also combine different LMs
trained using various resources using interpolation-based meth-
ods. We also use semantic concept based LMs[3]. However
for colloquial Arabic dialect, because of severe data sparse-
ness, some of the approaches may not apply. We have worked
out approaches suitable for very limited data.

We build three separate models using the small in-domain
corpus for Arabic: 1) a standard trigram language model with
deleted interpolation for smoothing; 2) a class-based language
model after generating 13 classes from the data. Typical classes
include Arabic person names, transliteration of English per-
son names, city names, currency, color, months, dates, digits,
etc. These classes are supplemented with words that do not
appear in the training data; 3) a morpheme language model
after performing a limited morphological analysis on the cor-

pus. After analyzing the lexicon and text data we selected
16 prefixes, which are commonly used in the regional Ara-
bic dialect, and re-tokenized those words that contain these
prefixes into prefix and stem parts. The purpose of this analy-
sis is to increase the language model coverage against unseen
words. The prefix list is determined by checking words in the
vocabulary whether they accept these prefixes to form new le-
gitimate colloquial Arabic words. For example, (in Buckwal-
ter transliteration) bAl$hr may not exist in the training data,
but individual prefix bAl and stem $hr do exist. Therefore
the morpheme LM will allow the decoding of bAl$hr (after
merging prefix and stem by checking the word list). The final
language model is the interpolation of these 3 models. The
interpolation weights are optimized on a held-out test data.

3. MAJOR TECHNOLOGY COMPONENT -
TRANSLATION

3.1. NLU/NLG-based Speech Translation

Statistical machine translation methods translate a sentence
W in the source language into a sentence A in the target lan-
guage by using a statistical model that estimates the proba-
bility of A given W, i.e. p(A

�
W). Conventionally, p(A

�
W) is

optimized on a set of pairs of sentences that are translations
of one another. To alleviate the data sparseness problem and,
hence, enhance both the accuracy and robustness of estimat-
ing p(A

�
W), we proposed a statistical concept-based machine

translation paradigm that predicts A with not only W but also
the underlying concepts embedded in W and/or A. As a re-
sult, the optimal sentence A is picked by first understanding
the meaning of the source sentence W.

Let C denote the concepts in the source language and S de-
note the concepts in the target language, our proposed statisti-
cal concept-based algorithm should select a word sequence ��
as �� � � � 
 � � � � � � � � �

� � � 
 � � � � � � � �  � � � � � # �  ' � � � � � � # '  ' � � -

where the conditional probabilities p(C
�
W), p(S

�
C,W) and

p(A
�
S,C,W) are estimated by the Natural Language Under-

standing (NLU), Natural Concept Generation (NCG) and Nat-
ural Word Generation (NWG) procedures, respectively. The
probability distributions can be estimated and optimized upon
a pre-annotated bilingual corpus by various methods such as
Maximum Likelihood, Maximum Entropy, Decision Tree, etc.
Without losing generality, in our proposed work, p(C

�
W) is

estimated by a decision-tree based statistical semantic parser,
and p(S

�
C,W) and p(A

�
S,C,W) are estimated by maximizing

the conditional entropy as depicted in [5] and [9], respectively.
In particular, p(S

�
C,W) is estimated by maximizing the condi-

tional entropy

. / 1 2 3 4 5 7 9 :3 1 < = < ? 5 A B 4 3 1 < ? 5 4 3 = E 1 < ? 5 G I J L 4 3 = E 1 < ? 5 M <

and p(A
�
S,C,W) is estimated by maximizing the conditional

entropy

. / ? 2 3 4 5 7 9 :3 R < 1 < = < ? 5 A S 4 3 = < 1 < ? 5 4 3 R E = < 1 < ? 5 G I J L 4 3 R E = < 1 < ? 5 M
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where X and Y is the training data that consists of both the
word sequence and semantically-annotated treebanks in the
source and the target languages. Accordingly, we have pro-
posed a series of algorithms to improve the performance of
NCG, including forward-backwardmodeling, multi-dimensional
bilingual context-dependent feature sets and confidence-based
processing.

3.2. Phrase-based WFST Speech Translation

We explored statistical translation approaches trained from
unannotated parallel corpus data to overcome the need for
semantic annotation and to speed up the development cycle.
We recently significantly extended our previous work of con-
strained phrase-based approach [6] to free phrase-based trans-
lation approach within the framework of Weighted Finite State
Transducer (WFST) to accommodate the following design con-
siderations for multiple platforms including PCs and handheld
PDAs. First, the footprint of the translation component needs
to be sufficiently compact to be hosted on computing devices
with a small amount of memory; secondly, the translation en-
gine is required to be computationally efficient to achieve fast
translation to practically aid the face-to-face speech commu-
nication; and finally, the architecture of the translation com-
ponent should allow efficient interactions with the speech in-
terface, especially the speech recognition component, for pos-
sible future joint system optimization.

In this new work, all major models, including the auto-
matically learned phrase segmentation and phrase translation
models, are represented in WFST’s and composed into a uni-
fied lattice, which is able to be globally optimized using stan-
dard finite state algorithms based on some specific designs. A
Viterbi decoder is developed to meet the challenges of fast de-
coding and small memory footprints. The details of the trans-
lation system design will be described in [10].

There are two significant advantages of our design and im-
plementation of the translation component. First, our system
achieves a very fast translation speed. On a regular Linux box
with an Intel Xeon � � � � GHz processor, the translation engine
obtains an average translation speed of around � � � � � words
per second for multiple tasks (see Sec. 5). When running on
a handheld device such as a PDA with an Xscale � � � MHZ
processor, it still operates at a speed of several hundreds of
words per second. Secondly, our design enables us to achieve
a converged translation engine for multiple platforms. That is,
the proposed architecture allows us to implement the transla-
tion engine only once and can be easily compiled for different
platforms without any additional porting efforts. For exam-
ple, the engines compiled from the same code base are able to
run on both standard PCs (with Linux or Windows OS) and a
PDA device (with WinCE OS) that has only � � MB physical
memory. This is achieved through the complete fixed-point
arithmetic used in the Viterbi decoder for our WFST-based
translation system, as well as a memory efficient search al-
gorithm implementation. Details of the converged translation

architecture will be described in [11].

4. SYSTEM DESCRIPTION

The general framework of our MASTOR system has compo-
nents of ASR, MT and TTS. The cascaded approach of ASR,
MT and TTS allows us to deploy the power of the existing
advanced speech and language processing techniques, while
concentrating on the unique problems in S2S translation.

Acoustic models for English and Mandarin baseline are
developed for large-vocabulary continuous speech and trained
on over 200 hours of speech collected from about 2000 speak-
ers for each language. However, the Arabic dialect speech
recognizer was only trained using about 50 hours of dialec-
tal speech. The training data for Arabic consists of about
200K short utterances. Large efforts were invested in initial
cleaning and normalization of the training data because of a
large number of irregular dialectal words and variations in
spellings. We experimented with three approaches for pro-
nunciation and acoustic modeling: i.e. grapheme, phonetic,
and context-sensitive grapheme as described in Sec. 2.1. We
found that using context-sensitive pronunciation rules reduces
the WER of the grapheme based acoustic model by about 3%
(from 36.7% to 35.8%). Based on these results, we decided
to use context-sensitive grapheme models in our system. The
Arabic acoustic model contains about 30K Gaussians and 2K
leaves.

The Arabic language model (LM) is an interpolated model
consisting of a trigram LM, a class-based LM and a mor-
phologically processed LM, all trained from a corpus of a
few hundred thousand words. We also built a compact lan-
guage model for the hand-held system, where singletons are
eliminated and bigram and trigram counts are pruned with in-
creased thresholds. The LM footprint size is 10MB.

There are two approaches for translation. The concept
based approach uses natural language understanding (NLU)
and natural language generation models trained on annotated
corpus. In parallel, phrase-based finite state transducer is an-
other approach which uses raw text data. For the translation
between English and Chinese, both methods are used in par-
allel to improve the translation accuracy. For the translation
between English and Arabic, only the finite state transducer
approach is used due to the lack of the resources for concept
annotation. The English and Chinese NLU and NL models
are trained from 15k annotated sentences, while the WFST
models are trained from 60k sentences raw text data. Ben-
efiting from our converged design philosophy, the complete
end-to-end speech translation system is able to be built for a
handheld device (e.g., iPaq 3500). Continuing from our pre-
vious efforts in building the handheld two-way speech trans-
lation system [1], this work is extended in the following ways.
First, the translation component is the converged engine (see
Sec. 3.2) using phrase-based translation models. Secondly, the
system is built upon on WinCE platforms rather than on em-
bedded Linux, and the IBM ViaVoice recognition engine thus
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is ported to WinCE 1 in a similar fashion to that described
in [1]; In addition, the text-to-speech component is based on
embedded concatenative TTS technologies [7].

5. EXPERIMENTAL RESULTS

The English-Mandarin recognition and translation experiments
were done on the DARPA CAST Aug’04 offline evaluation
data, which has an English script of 130 sentences and a Chi-
nese script of 73 sentences for medical domain. Each script
was read by 4 speakers. The recognition word error rate for
English is 11.06%, while the character error rate for Mandarin
is 13.60%, both are run on speaker-independent models. The
translation experiments are done on both clean text and the
ASR decoded scripts. The 4-gram Bleu score results mea-
sured using 8 human translations as references are shown in
Table 1. The oracle scores show that if one can combine the
translation results from these two different approaches, the ac-
curacy can be further improved significantly. Currently we
present two alternate translations to users in the real-time sys-
tem to enhance the communications. It is very useful to notice
that the translation results generated by our two approaches
are always consistent in meaning.

En-to-Cn Cn-to-En
Input Clean ASR Clean ASR
NLU/NLG 0.578 0.513 0.276 0.245
WFST 0.572 0.504 0.276 0.246
NLU/NLG+WFST (Oracle) 0.691 0.606 0.365 0.342

Table 1. BLEU scores of English-Mandarin translation

English-Arabic experiments are done on several 3-person
cross-lingual conversations (a subset of DARPA development
set). In each dialog, an English speaker and an Arabic speaker
were talking to each other via a human interpretor. We ex-
tracted 395 English utterances and 200 colloquial Arabic ut-
terances from the dialogs. Three human translation references
are created for measuring the BLEU score purpose. The re-
sults are shown in Table 2. Since the data is spontaneous
conversational speech, the recognition WERs for both English
and Arabic are as high as 40%. The BLEU scores of English-
to-Arabic is slightly lower than that of Arabic-to-English. One
possible reason is that spelling of words in colloquial Ara-
bic dialect is not standardized (more variations for the same
word), which can lead to a low BLEU score. Another obser-
vation is that the ASR errors degrade the BLEU score more
significantly for English-to-Arabic. Although the ASR WERs
look similar for English and Arabic, we notice that the WER
of English content words is higher than that of Arabic. A pos-
sible reason is that the English acoustic model is not trained
from spontaneous speech, while the Arabic acoustic model is
trained with more conversational style speech mainly from in-
domain data. Another reason is that the English test data in-

1Thanks to colleagues at IBM Japan for the contribution.

cludes speech from non-native English speakers (interpreters),
which led to high WERs.

ASR WER BLEU (Clean) BLEU (ASR)
En-to-Ar 42.92% 0.4748 0.2506
Ar-to-En 41.68% 0.4206 0.3240

Table 2. BLEU scores of English-Arabic translation

6. CONCLUSIONS

We described the framework of the IBM MASTOR system
and the various technologies used in building major compo-
nents for languages with different data resource levels. The
technologies have enabled the successful building of real-time
S2S systems on low computation resource platforms (200 MHz
CPU and 64 MB memory) for two language pairs, English-
Mandarin Chinese, and English-Arabic dialect. In the latter
case, we also developed approaches which lead to very rapid
(in the matter of 3-4 months) development of systems using
very limited language and domain resources. We are working
on improving spontaneous speech recognition accuracy and
more naturally integrating two translation approaches.
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