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ABSTRACT

By fusing two sets of images A and B, one with a high 

spatial resolution, the other with a low spatial resolution and 

different spectral bands, the ARSIS (from its French name: 

"amélioration de la résolution spatiale par injection de 

structures". It is usually translated by improvement of the 

spatial resolution by structures' injection) concept permits to 

synthesize the dataset B at the resolution of A with high 

quality. It tries to establish a relationship between the high 

frequencies in the multispectral set B and the set A and 

models it. The general problem for the synthesis is 

presented. General properties of the fused product are given. 

Then, the ARSIS concept is discussed. The general scheme 

for the implementation of a method belonging to this 

concept is presented. Three Inter-Band Structure Models 

(IBSM) are described. They are applied to Ikonos image as 

an illustration case. The fused products are assessed by 

means of a known protocol comprising a series of 

qualitative and quantitative parameters. Results and future 

tracks are discussed. 

1. INTRODUCTION 

This paper focuses on fusion of remotely sensed images. 

The general approach in the fusion of images is to create a 

new set of images, usually of reduced dimension, from the 

original sets of images. These sets may be commensurate or 

not and may originate from various modalities, e.g., 

panchromatic, microwave, hyperspectral, taken at different 

instants and with different times of integration and may 

have different space resolutions. Within a set, all images are 

geometrically aligned and have the same pixel size [1]. Here 

the term image comprises any information that is presented 

in a raster format, or gridded format in two dimensions. The 

grid cell is called pixel. 

The objects of the fusion of images are various [1]. In 

environmental studies, a classical example is the 

classification process. Several images of commensurate or 

non-commensurate measurements and possibly of other 

information are inputs to a classifier. If the classification is 

of supervised type, a codebook exists that is input to the 

fusion process as an external knowledge. The result is an 

image of taxons and possibly another image of the related 

accuracy (or plausibility, or reliability etc.). 

Many approaches in image fusion exist. This paper 

focuses on a few methods applying to remotely sensed 

images and imaging sensors for synthesis of images having 

the best spatial resolution available in the original sets of 

images. 

One may distinguish three groups of methods [1]: 

projection and substitution methods: projection of 

original data sets into another space, substitution of one 

vector by the high resolution image and inverse 

projection into the original space, such as the IHS 

(Intensity, Hue, and Saturation) method [2], 

relative spectral contribution such as the Brovey 

transform [3] which can be applied to any set of image 

and the CNES P+XS method [4] dedicated to the SPOT 

case. It should be noted that the Brovey transform does 

not well represent this group because of its poor 

principles in construction [1]. Nevertheless, it is often 

used,

methods relevant to the ARSIS concept: scale-by-scale 

description of the information content of both images 

and high-quality transformation of the multispectral 

content when increasing the spatial resolution [5, 6]. 

HPF (High Pass Filtering) method is part of this set of 

methods but does not usually provide quality 

transformation of the multispectral content. 

This latter will be the focus of this paper. In part 2, the 

ARSIS concept is exposed. Then some elements on its 

implementation are discussed. An example is proposed with 

discussion on the quality of the synthesized products. Some 

future tracks are proposed. 

2. THE ARSIS CONCEPT 

Let denote the acquired images of lowest spatial resolution 

by Bl, and the images of highest spatial resolution by Ah.

The subscripts l and h denote the spatial resolution of 

images B or A, i.e., low and high resolution, respectively. 
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The fusion methods aim at constructing synthetic

images B*h, which are close to what would be observed by

a similar multispectral sensor with a better spatial

resolution. The methods should perform a high-quality 

transformation of the multispectral content of Bl, when 

increasing the spatial resolution from l to h. The general

problem is relevant to the fusion of representations and is

the creation of a new representation B* from the original

representations A and B [1]:

B* = f(A, B) 

It may be seen as the inference of the information that

is missing in the images Bkl for the construction of the

synthesized images B*kh.

The ARSIS concept is based on the assumption that the 

missing information is linked to the high frequencies of the

representations A and B. It searches a relationship between

the high frequencies in B and A and models such a

relationship. A method belonging to the ARSIS concept

performs typically the following operations: (i) the

extraction of a set of information from A, (ii) the inference

of the information that is missing in the images Bkl using

this extracted information and (iii) the construction of the

synthesized images B*kh. The most recent methods perform

a scale-by-scale description of the information content of

both images and synthesis of the high-frequency

information missing to transform the low spatial resolution

images into high spatial resolution high spectral content

images. [5] shows that many schemes can be accommodated

within the ARSIS concept.

It is difficult to sketch the general scheme for the

application of the ARSIS concept. In the methods HPF and

others [7, 8, 9], the modeling of the missing information

from the image A to the image B is performed on moving

windows of these images themselves. It is possible to focus 

more on the modeling of the missing high frequencies,

expressed by Fourier coefficients or wavelet coefficients or 

other appropriate spatial transform [1].

Figure 1 presents the general scheme that applies in the

case of use of a multiscale model [5]. This case is used in

the following for a better description of the ARSIS concept.

Similar schemes can be used in other cases, where other 

tools or strategies are used. The following sections detail

several implementations of the ARSIS concept following

the scheme in Figure 1. Input to the fusion process are the

images A at high spatial resolution (Ah, resolution n°1) and

the spectral images B at low spatial resolution (Bkl,

resolution n°2). 

Three models appear in this scheme. The Multiscale

Model (MSM) performs a hierarchical description of the

information content relative to spatial structures in an

image. An example of such a model for remotely sensed 

images is the combination of the wavelet transform and

multiresolution analysis [10]. [5] provides practical details

for the implementation of the algorithm of Mallat combined

with a Daubechies wavelet. When applied to an image, the

MSM provides one or more images of details that are the

high frequencies and one image of approximation, i.e. the

lower frequencies. As an example, assume an Ikonos image

at 1 m resolution. The first iteration of the MSM gives one

image of the structures comprised between, say, 1 and 2 m

(details image) and one image of the structures larger than 2 

m (approximation image). The spatial variability within an

image can thus be modeled and the model can be inverted

(MSM-1) to perform a synthesis of the high-frequency

information to retrieve the original image at 1 m.

Fig. 1. General scheme for the application of the ARSIS concept 

using a multiscale model (MSM) and its inverse (MSM-1).

The Inter-Band Structure Model (IBSM) deals with the

transformation of spatial structures with changes in spectral

bands. It models the relationships between the details or

approximation observed in the representation A and those

observed in the representation B. The IBSM may relate

approximations and/or details for one or more resolutions

and one or more spectral bands. As an example, the Model 2 

relates the details observed at resolution n°3 in the image A 

and the image Bk by means of a linear relationship [5].

The High Resolution Inter-Band Structure Model

(HRIBSM) performs the transformation of the IBSM with

the change in resolution. This operation is not obvious.

Many works have demonstrated the influence of the spatial

resolution on the quantification of parameters extracted

from satellite imagery. To our knowledge, no published

fusion method paid particular attention to this point and the

HRIBSM is often set identical to the IBSM. [11, 6]

performed a multiscale synthesis of the parameters of their

IBSM from resolution n°3 to resolution n°2. 

3. IMPLEMENTATIONS OF THE ARSIS CONCEPT 

In the general case, the operations are performed as follows. 

First, the MSM is used to compute the details and the

approximations of image A (Step 1 in Figure 1). The same

operation is applied to image B (Step 2). The analysis is 

performed for several resolutions, up to n in Figure 1 - that

is (n-1) iterations for the analysis of the image A and (n-2)

iterations for that of Bkl. These analyses provide one
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approximation image and several images of details for A 

and B. The known details at each resolution are used to 

adjust the parameters of the IBSM (Step 3). From this 

model is derived the HRIBSM (at resolution n°2 in this 

Figure), which converts the known details of image A into 

the inferred details of image Bk (inferred details, Step 4). 

Finally, MSM-1 from resolution n°2 to resolution n°1 

performs the synthesis of the image B*kh (Step 5). 

[5, 6] present examples of implementation of the 

different models. An implementation of the ARSIS concept 

is a coordinate choice of a MSM, an IBSM and a HRIBSM 

models. Several solutions are possible. A discussion on the 

appropriate choice of the models according to user needs, 

was conduced in [12]. 

The implementation of the proposed concept 

corresponds to the choice of a specific algorithm for each of 

the three models. [6] proposes a set of examples of the 

different implementations of the ARSIS concept.  

In the following example, the selected MSM is the 

Undecimated Wavelet Transform (UWT) [13] 

The first method is called UWT-RWM. The IBSM model 

used is the RWM (from the names of its authors Ranchin, 

Wald, Mangolini) model. This model is described in great 

details in [6]. It is a local adjustment of the statistics of the 

distributions of the details. This model is computed at 

resolution n° 4 (8 m). The HRIBSM model is identical to 

the IBSM model, and applied to resolutions n°2 and n° 3 

(resp. 2 and 4 m). 

The second method is called UWT-M1. In this case, the 

IBSM and HRIBSM models are the identity model. 

The last one proposed in this paper is called UWT-M2. 

The IBSM model is model M2, a global adjustment of the 

distribution of the details modeled by the MSM, computed 

at resolution n°4 (8 m). The HRIBSM model is in this case 

identical to the IBSM model. 

4. EXAMPLE AND RESULTS 

The company GIM (http://www.gim.be) kindly provided an 

Ikonos dataset for test purposes. This set is composed of a 

panchromatic image Pan at the spatial resolution of 1 m and 

of four multispectral (MS) images at the spatial resolution 

of 4 m. The geographical area is the city of Hasselt in 

Belgium. The images were acquired April 28, 2000 at 10:39 

UTC. The original data were delivered with a dynamic 

range of 11 bits (gray values). The application of the 

methods leads to the synthesis of MS images at the spatial 

resolution of 1 m with the same dynamic range in 11 bits.

The protocol of quantitative evaluation of the fused 

products defined by [14] was applied. This protocol is based 

on three properties: 

Any synthetic image B*h, once degraded to its original 

resolution l, should be as identical as possible to the 

original image Bl.

Any synthetic image B*h should be as identical as 

possible to the image Bh that the corresponding sensor 

would observe with the highest resolution h. 

The multispectral set of synthetic images B*h should be 

as identical as possible to the multispectral set of 

images Bh that the corresponding sensor would observe 

with the highest resolution h. 

All the computations were made on the full dynamic 

range of images (11 bits). The different quantitative results 

are not detailed in this paper. It was found that the three 

properties detailed [14], are respected with different levels 

of accuracy for the three methods.  

As an illustration, Table 1 deals with the test of the 

second property and reports some statistics on the relative 

discrepancies between the original images Bkl and the 

images B*kl. The differences are computed on a pixel basis 

and one image of differences is obtained per spectral band k.

From each image of differences, the mean value (bias), 

standard deviation and root mean square error (RMSE) are 

computed. In Table 1, these quantities are expressed in 

percent, relative to the mean radiance value of the original 

image Bkl. The ideal value for these parameters is 0. In 

addition, the difference between the variance of the original 

image Bkl and that of B*kl is computed. It is expressed in 

percent, relative to the variance of the original image. 

Ideally, this value should be zero. The correlation 

coefficient between the original image Bkl and B*kl is also 

computed. The ideal value is 1. 

Bias
Standard 

Dev.
RMSE

Diff. in 

Variance

Correlation

Coeff. 

UWT-

RWM 
0.01 3 3 23 0.92 

Blue UWT-M1 0.02 8 8 -90 0.71 

UWT-M2 0.03 4 4 -20 0.87 

UWT-

RWM 
0.01 5 5 24 0.91 

Green UWT-M1 0.03 7 7 -22 0.84 

UWT-M2 0.04 5 5 -8 0.92 

UWT-

RWM 
0.01 8 8 23 0.92 

Red UWT-M1 0.03 10 10 -4 0.85 

UWT-M2 0.08 7 7 1 0.92 

UWT-

RWM 
0.03 8 8 9 0.96 

NIR UWT-M1 0.04 9 9 24 0.95 

UWT-M2 0.10 5 5 -1 0.98 

Table 1. Some statistics of the relative differences and the relative 

difference in variance (all in percent) and the correlation 

coefficient between the original and synthesized images for the 

spectral bands.

For all methods, the bias is very small. This is in 

accordance with the first property. The standard deviations 

and RMSEs are small for all methods. The fused products 

UWT-RWM do not contain enough variance (i.e. fine 
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structures). For the blue and green bands, the UWT-M1 and 

UWT-M2 add too many small structures (difference in 

variance is negative). This fact is confirmed by the low 

correlation coefficient in these cases. This observation 

meets the visual analysis performed on the 1 m products.  

The UWT-RWM method is the method given the best 

achievable results whatever the spectral band (second 

property), as well as on the multispectral set of products 

(third property, results not shown here). The UWT-M2 

method gives similar results. However, the addition of fine 

structures is usually more annoying for further processing 

than a lack of fine structures of similar intensity (difference 

in variance positive). Both can be considered as satisfactory. 

The UWT-M1 method is that giving the worst results of the 

four, the two latter being fairly unsatisfactory. 

5. CONCLUSIONS AND FUTURE TRACKS 

The ARSIS concept is an excellent framework for the 

development of accurate methods that can be tailored to 

specific users needs and can be assembled within a toolbox 

[15]. It is also an open framework with still many places for 

the development of different cases of applications and 

approaches for implementation. Different methods can be 

developed based on this concept, depending upon the 

multiscale description and synthesis model MSM, the IBSM 

relating the content of both representations A and B and the 

HRIBSM transforming the parameters of the IBSM when 

increasing the spatial resolution [1, 5, 6]. 

Future tracks of the development of the ARSIS concept 

are based on users needs and on the key problems 

encountered. Present works are oriented on the inclusion of 

the sensors parameters within the MSM models, on the 

development of metrics for construction of IBSM and 

HRIBSM models and on the refinement of the evaluation 

protocol in order to provide a normative approach for the 

evaluation of the synthesized products. 
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