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ABSTRACT

We propose a novel approach to the blind source separation (BSS)
that exploits frequency dependencies within a source. In contrast
to conventional algorithms that separate the sources independently
in each frequency bin, we assume that dependencies exist between
frequency bins in a source signal. In this manner, we can reduce or
eliminate the well-known frequency permutation problem. We de-
rive the learning algorithm by defining a cost function as an exten-
sion of mutual information between multivariate random variables
and by introducing a source prior that models the inherent frequency
dependencies. This results in a simple form of a multivariate score
function. In simulations and real recording experiments, we evalu-
ate the performance of the proposed method and compare it against
other well-known algorithms under various conditions. Our results
indicate that modeling dependencies yields improved performance
and robust scaling to higher number of sources and mixtures.

1. INTRODUCTION

For the separation of convolved and time delayed sources from mix-
tures of recordings, researchers have proposed several time and fre-
quency domain based algorithms. The benefit of frequency domain
algorithms is that it can handle longer filter lengths with reasonable
computational complexity since the multiplication at each frequency
bin replaces convolution operation in the time domain. Thus, one
can apply a standard ICA algorithm to instantaneous mixtures in
each frequency bin. A well known problem that occurs in this ap-
proach is the frequency source permutation that needs to be solved
correctly to reconstruct the desired source signal in time. Various ap-
proaches have been proposed to solve the permutation problem. A
popular approach is to impose a smoothness constraint of the source
that translates into smoothing the separating filter. This approach
has been realized by several techniques such as averaging separating
matrices with adjacent frequencies [1], limiting the filter length in
the time domain [2], or considering the coherency of separating ma-
trices at adjacent frequencies [3]. Another related approach is based
on direction of arrival (DOA) estimation which is much used in ar-
ray signal processing. By analyzing the directivity patterns formed
by a separating matrix, source directions can be estimated and there-
fore permutations can be aligned [4]. When the sources are nonsta-
tionary signals, one can employ the inter-frequency correlations of
signal envelopes to align permutations [5]. Although these methods
perform well under certain specific conditions, there is no method
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that performs well in general conditions. Moreover, in the case of an
ill-posed problem, e.g. the case that each mixing filter of the source
is very similar, the sources are located close to each other, or DOA of
the sources are similar, the methods developed so far fail to separate
the source signals.

In this paper, we propose a novel approach for BSS by focus-
ing on a new cost function, a dependency model, and a multivari-
ate score function, which captures inter-frequency dependencies in
data. These dependencies are related to an improved model for the
source signal prior. While the source priors are defined as indepen-
dent priors at each frequency bin in conventional algorithms, we uti-
lize higher-order dependencies across frequency. In this manner, we
define each source model as a Gaussian scale mixture, which mod-
els variance dependencies. The algorithm itself is able to preserve
variance dependencies and structures of frequencies. Therefore, the
permutation problem is avoided, and the separation performances
are comparably high even in severely ill-posed conditions.

2. PROPOSED METHOD

The proposed method consists of the mixing and separating proce-
dure in a convolutive environment, the definition of a cost function,
and an algorithm for learning the parameters of the separating filters.
We define a new cost function for the frequency domain BSS, and
derive its learning algorithm by minimizing it. Notation used in this
paper is defined below1.

2.1. Model

We define the relationship between the sources and observations. Let
xi(t) be the ith observation signal at time t.

xi(t) =

L�

j=1

T−1�

τ=0

hij(τ)sj(t − τ), (1)

1We use plain lower-cased characters to denote scalar variables, bold-
faced, lower-cased characters to denote vector variables, and upper-cased
characters to denote matrix variables. Super-script indicates a frequency bin,
and sub-script indicates a source or an observation. For example, xi is the ith

observation vector that consists of K frequency bins,
�
x
(1)
i , · · · , x

(K)
i

�T
.

x(k) is an observation vector at the kth frequency bin, which consists of M

observations at the kth frequency bin,
�
x
(k)
1 , · · · , x

(k)
M

�T
. H(k) ≡

�
h
(k)
ij

�

means that h
(k)
ij is the ith row, jth column element of the matrix H(k).

x
(k)
i [n] denotes the nth sample of random variable x

(k)
i . x

�(k)
i denotes

the complex conjugate of x
(k)
i , and x†

i denotes the conjugate transpose of
xi.
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where hij(t) is a time domain transfer function from the jth source
to the ith observation, which has T length in time, sj(t) is the jth
source signal at time t, and L is the number of sources. If the win-
dow length, K, is sufficiently longer than the length of the mixing
filter hij(t), the convolution in the time domain is approximately
converted to multiplication in the frequency domain as follows.

x
(k)
i [n] ≈

L�

j=1

h
(k)
ij s

(k)
j [n] (2)

If the separating filter matrices exist, that is, the inverses or pseudo-
inverses of mixing matrices at each frequency exist (L ≤ M ), then
the separated ith source signal is obtained by

ŝ
(k)
i [n] =

M�

j=1

g
(k)
ij x

(k)
j [n] ≈ s

(k)
i [n], (3)

where g
(k)
ij is the separating filter coefficient at the kth frequency

bin, and M is the number of observed signals.

2.2. Cost function

Instead of separating the sources independently at each frequency,
our algorithm separates the sources as vector signals. In order to sep-
arate multivariate sources from multivariate observations, we need
to define a cost function for multivariate random variables. Here,
we define Kullback-Leibler divergence between two functions as the
measure of independence. One is an exact joint probability density
function, p (ŝ1, · · · , ŝL), and the other is a nonlinear function which
is the product of approximated probability density functions of in-
dividual source vectors,

�L
i=1 q (ŝi). We would think of it as an

extension of mutual information between multivariate random vari-
ables.

C = KL
�

p (ŝ1, · · · , ŝL) ‖
L�

i=1

q (ŝi)

�

= −
K�

k=1

log | det G(k)| −
L�

i=1

E log q(ŝi) + const. (4)

Note that the random variables in above equations are multivariate.
The interesting parts of this cost function are that each source is mul-
tivariate and it would be minimized when dependencies between the
source vectors is removed, but dependencies between the elements
of each vector does not need to be removed. Therefore, the cost
function preserves the inherent frequency dependency within each
source, but it removes dependency between the sources.

2.3. Learning Algorithm: a gradient descent method

Now that we defined the cost function, derivation of the learning
algorithm is straightforward. Here, we are using a gradient descent
method to minimize the cost function. By differentiating the cost
function C with respect to each coefficient of the separating matrices,
g
(k)
ij , we can obtain the gradients for the coefficients as follows.

∆g
(k)
ij = − ∂C

∂g
(k)
ij

= g
−†(k)
ij − Eϕ(k)

�
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(K)
i

�
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j (5)

where
�
G(k)−1

�†
≡
�

g
−†(k)
ij

�
. By multiplying scaling matrices,

G(k)†G(k), to the gradient matrices, ∆G(k) ≡
�

∆g
(k)
ij

�
, we can

obtain the natural gradient, which is well known as a fast conver-
gence method [6]

∆g
(k)
ij =
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Iil − Eϕ(k)
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where Iil is 1 only when i = l, otherwise 0, and the nonlinear func-
tion, ϕ(k) (·), is given as

ϕ(k)
�
ŝ
(1)
i , · · · , ŝ

(K)
i

�
= −

∂ log q
�
ŝ
(1)
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(K)
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We would term it a multivariate score function corresponding to a
score function in the conventional ICA. From above derivation, one
can notice that the only difference between our approach and the
conventional ICA algorithm is the form of a score function. If we de-
fine the multivariate score function as a single-variate function such

as ϕ
�
ŝ
(k)
i

�
= exp

�
j · arg

�
ŝ
(k)
i

��
, the algorithm is converted to

the same as the conventional ICA. Therefore, the key point of our al-
gorithm is to define a proper multivariate score function, which can
capture higher-order frequency dependencies. Since the cost func-
tion includes q (ŝi), which is an approximated source prior, that is,
q (si) ≈ p (si), a multivariate score function is closely related to
a source prior, and it can be obtained by differentiating log prior
with respect to the each element of a source vector. It is clear that
a single-variate score function results from independent prior. How-
ever, instead of defining independency, we assume the source prior
as a higher-orderly dependent distribution, which can be generally
written as follows

p (si) = α · f (δλ (si)) , (8)

where α is a normalization term, δλ (si) =

	

k

���s(k)
i

���λ�1/λ

, and

f(·) is an arbitrary function. Thus, the multivariate score function is
given as follows.

ϕ(k)
�
ŝ
(1)
i , · · · , ŝ

(K)
i

�
= −f ′ (δλ (si))

f (δλ (si))
· δ′λ (si) (9)

For example, to obtain a dependent multivariate super-Gaussian dis-
tribution, we may choose λ = 2 and f(·) = exp(·), which result in
a simple multivariate score function as follows.

ϕ(k)
�
ŝ
(1)
i , · · · , ŝ

(K)
i

�
=

ŝ
(k)
i

δ2 (si)
(10)

Since the form of a multivariate score function is related to depen-
dency of sources, the proper form of a multivariate score function
might vary with different types of dependency, as apparent to one
having ordinary skill in the art.

Although our approach avoids the permutation problem by ex-
ploiting higher-order frequency dependencies, the scaling problem
still need to be solved. A well-known method is obtained by the
minimal distortion principle [7], in which we can obtain the separat-
ing filter matrix that has reasonable scales by replacing it as follows.

G(k) ← diag

G−1(k)

�
G(k), (11)

where diag (X) denotes the diagonal matrix of the matrix X . Af-
ter solving the scaling problem, we calculate the finally separated
sources in the frequency domain by (3). Then, we perform an in-
verse Fourier transform and overlap add to reconstruct time domain
signals.
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Fig. 1. Simulated room environments. All the heights of sources and
microphones were 1.5m. Several combinations of source locations
were selected. 2 microphones (B,C) were used for 2 sources case
and 4 microphones (A,B,C,D) were used for 4 sources case.

3. EXPERIMENTAL RESULTS

We evaluated the performance of the proposed algorithm using both
simulated and real data. Simulated data were obtained by simu-
lating impulse responses of a rectangular room based on the im-
age model technique. To generate the microphone signals, we used
8 second-long audio signals sampled at 8kHz, and they were con-
volved with corresponding room impulse responses. The proposed
algorithm was compared with 2 well-known frequency domain BSS
algorithms such as ICA algorithm with permutation correction, and
Parra and Spence’s algorithm2 [2]. The former method was obtained
by using the conventional score function. To solve the permutation
problem in this method, we used the method to consider DOA and
inter-frequency correlations together [8]. Parra and Spence’s algo-
rithm avoids the permutation problem by limiting the length of the
filter in the time domain to smooth the shape of the filter in the fre-
quency domain, while learning the separating filters. The perfor-
mances were measured by signal to interference ratio (SIR) in dB.
Real data were obtained in an ordinary conference room, where hu-
man speakers read several sentences and loud speaker played music.
In all experiments, we used a 1024 point FFT and Hanning window
to convert time domain signals to the frequency domain. The length
of window was 1024 samples and shift size was 256 samples. Initial
values for both the proposed and the conventional ICA based algo-
rithm were chosen as whitening matrix in each frequency bin. The
algorithm ran until the decrement of the cost function was less than
10−6. For Parra and Spence’s algorithm, we used the same number
of FFT points and limited the length of time domain filter to 256,
which provided the best performances.

First, the proposed algorithm was applied to the problem with
2 microphones and 2 sources in simulated room environments. We
assumed that the room size was 7m×5m×2.75m. For an intensive
analysis, we evaluated the performances with a number of source
locations and reverberation times. All the heights of sources and
microphones were 1.5m. The environments are shown in Fig. 1,
in which microphone B and C were used, and we chose 7 pairs of
source locations. Although 2 cases of locations such as 1 and 8, and
2 and 6 are comparably easier cases, 5 and 6, and 8 and 10 are more
difficult cases because the sources are located on the same side and
have similar DOAs. The other 3 cases such as 3 and 4, 6 and 7, and
8 and 9 are the most difficult cases, because the sources are located

2The code was downloaded from http://ida.first.gmd.de/∼harmeli
/download/download convbss.html

(a) 100ms reverberation

(b) 200ms reverberation

Fig. 2. Experimental results of 2 sources separation. SIRout was
compared in various pairs of source locations and reverberation time
with 2 sources and 2 microhpones (B,C), which are shown in Fig. 1

Table 1. Computational Time
Time per iter. # of iter. Learning time

Proposed 0.1689s 200 33.78s
ICA 0.1623s 130 21.1s

closely as well as they have the same DOAs. Fig. 2 shows the results
of all cases with varying reverberation times, when one source was a
male speech, and the other was a female speech. The average SIRin

of all cases was about 0dB. To evaluate the computational complex-
ity, we measured the computational time when the sources were lo-
cated 1 and 8 and the reverberation time was 100ms. The proposed
algorithm was coded in MATLAB and executed on Intel Pentium 4
3GHz processor. TABLE 1 shows the cpu time per iteration and the
number of iteration until convergence. The computational time per
iteration is almost similar to the ICA algorithm. Since the learning
rule in each frequency bin is related to others, the convergence speed
is a little slower.

Secondly, we tested the algorithms with 4 microphones and 4
sources. The environments were the same as the previous experi-
ments, except for the locations of the sources and microphones. In
this experiment, all the microphones in Fig. 1 were used, and 5 com-
binations of source locations were chosen. The sources were 2 male
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(a) 100ms reverberation

(b) 200ms reverberation

Fig. 3. Experimental results of 4 sources separation. SIRout was
compared in various pairs of source locations and reverberation time
with 4 sources and 4 microphones (A,B,C,D), which are shown in
Fig. 1. In some cases, the other 2 algorithms failed to separate
sources, where the bar was not shown

speeches and 2 female speeches. Fig. 3 shows the results of all cases,
where the average SIRin of all cases was about -5dB. As shown
in Fig. 2 and 3, the proposed algorithm outperforms the others in
most cases. Even in the worst cases, the others did not exceed the
proposed algorithm more than 2dB. The ICA algorithm with per-
mutation correction based on inter-frequency correlation is not ro-
bust, because a misalignment of a permutation at a certain frequency
bin may cause consecutive misalignments of neighboring frequency
bins. By combining DOA and correlation, robustness can be im-
proved a little. But the DOA based permutation correction is not pre-
cise, as the reverberation time increases or the source locations are
close. Moreover, it completely fails when the sources have the same
DOAs. So, the algorithm combining DOA and correlation is still
not robust enough in some cases. Its performance can be severely
bad in some cases although it performs best in certain cases. The
severe disadvantage of Parra and Spence’s algorithm is that it cannot
use the full length of the filter, because it limits the filter length to
avoid the permutation problem. Thus, the effective filter length in
the time domain was 256, even though we used a 1024 point FFT.
The performances of their algorithm were degraded more than oth-
ers, as the source locations were difficult or the reverberation time
was long. However, the proposed algorithm overcomes these disad-

vantages. Therefore, it does not limit the filter length, and it is very
robust.

Finally, we recorded real data in an ordinary conference room
that has long reverberation time. 4 microphones were located in a
line. The sources consisted of 3 human speakers reading sentences,
and a hip-hop music from a loud speaker, which were located ap-
proximately 1m∼2m from the microphones. 3 human speakers were
located approximately 1m∼2m from the microphones, and read sev-
eral sentences. The approximate SIR improvement was about 14dB.
Audio files and more information are available on our web page.3

4. CONCLUSIONS

We have proposed a new algorithm for BSS that utilizes not only in-
dependencies between the sources but also frequency dependencies
within source signals. Instead of defining independence for each fre-
quency bin, we have assumed that a source signal in the frequency
domain has frequency dependencies, which resulted in a multivariate
score function. This approach solves the permutation problem and
yields very low complexity. Experimental results have shown that
the proposed algorithm is robust and precise in many challenging
cases. We believe that exploiting higher-order frequency dependen-
cies within the source signal is a key to solving the BSS problem in
a real environment.
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