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ABSTRACT

In this paper, we introduce a hierarchical classification
approach in the incremental framework of speaker indexing.
The technique of incremental generation of speaker-homogeneous
segments is applied in the first phase. Then, we propose a hi-
erarchical classification approach that applied in the speaker
indexing framework. This approach benefits from the effi-
ciency of Gaussian mixture model (GMM) merge algorithm
to the high accuracy of update Gaussian mixture models which
referenced by speakers tree index. The adaptive threshold al-
gorithm reduces the cost of exploring the speakers GMM into
the balanced binary tree of speaker’s index, whose complexity
becomes logarithmic curve.

1. CONTEXT AND GOAL

The present paper is a contribution to the field of audio doc-
ument indexing and retrieval. The growing amount of multi-
media documents in digital form calls for techniques that, in
content organization and retrieval, offer performance both in
computational cost and relevance of the answers provided to
the user. In many cases, a trade-off is sought between these
two qualities.

Our work considers the case of spoken radio archives, in
which a continuous flow of speech is introduced into the in-
dexing system. News and discussion programs are quite typi-
cal of our scope, since they involve several speakers. The goal
of our proposal is to provide technology that scales up to long
spoken documents involving very many speakers. User appli-
cations built on top of this would enable fast speaker identity-
based querying or browsing. As a side remark, it is quite easy
to discard automatically occasional short jingles, thanks to
their acoustic properties, leaving quite clean speech sections.

The present work is set in the framework of probabilistic
modeling and statistical decision criteria, which is common
and effective for speaker recognition. A classical solution to
the above mentioned task would consist in partitioning the
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flow in speaker-homogeneous segments, then grouping seg-
ments originating from a single speaker. The latter opera-
tion enables valuable forms of browsing for the user (’go di-
rectly to all occurrences of such or such speaker in all radio
archives’) and also benefits to the accuracy of the system,
in the sense that gathering more acoustic data from a sin-
gle speaker enables refining his acoustic representation. We
choose to represent speaker acoustic characteristics by a prob-
ability density over a mel-cepstral multi-dimensional space.
In a usual implementation of this task, the cost of comparing
the acoustic representation from a speaker segment (notably,
the one that has just flown into the system) to all registered
speaker models has a computational cost that rises linearly
with the number of speakers. The focus of this paper is put
forward a new technique to organize the set of speakers to
obtain sub-linear cost, by avoiding exhaustive evaluation over
the set of registered speakers. In this process, the trade-off is
of course to gain significant computational cost while loos-
ing only little reliability. The task relates tightly to the very
classical issue of indexing structures for multi-dimensional
data. The database community has put forward a considerable
amount of contributions based on a variety of tree structures.
The particularity of the current problem arises from the nature
of the entities to index, namely probability distributions, for
which classical indexing structures are inappropriate.

2. HIERARCHICAL CLUSTERING OF GMMS
SPEAKERS

2.1. Principles and existing work

As the incoming audio stream produces new speakers, speaker-
homogeneous segments have to be match to the correspond-
ing speaker model (if the speaker is already enrolled). The
cost of an exhaustive comparison the acoustic representation
from a speaker segment (notably, the one that has just own
into the system) to all registered speaker models has a com-
putational cost that rises at least linearly with the number of
speakers (it can be more expensive if the matching resorts to
the history of feature vectors). The focus of this section is
to disclose a new technique to organize the set of speakers to
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obtain sub-linear cost, by avoiding exhaustive evaluation over
the set of registered speakers see Fig. 1. In this process, the
trade-off is to gain significant computational cost while loos-
ing only little reliability. In comparison to the closest existing

Fig. 1. Synoptic of speaker indexing system

proposals based on anchor models [1] [2], the present pro-
posal saves computation in building the hierarchical. It can
be seen as complementary to multi-grained modeling, such as
presented in [3].

2.2. Binary tree of incremental speaker indexing

For a large number of models detected, the binary tree rep-
resentation of incremental speaker indexing remains one of a
great solution, which is allows scaling up, updating and re-
trieval in audio document with a low cost. Then, we propose
to create a tree of GMMs speaker indexing in the aim to or-
ganize the GMMs speaker under a binary tree form. More-
over, to increase the accuracy of speaker model retrieval, the
GMMs merge algorithm is applied on the GMMs speaker al-
ready exist in GMM DB. The process of creating a binary tree
of GMM speaker indexing system is shown in Fig. 2.

Let denote MGMM a set of GMMs speaker already iden-
tified, and denote G the vector of a kl-divergence values be-
tween each model of MGMM Then, the thershold η is defined:

η = max(hist(G))

such as :

G = d(MGMMi
,MGMMj

),∀i �= j

The variation of threshold implies a change of framework,
the level of the balanced tree, which minimizes the value depth
of the tree, knowing that the threshold can selected with his-
togram of divergence.

Fig. 2. Process of structuring a speaker GMMs databases

2.3. A modified Kullback-Leibler divergence of Gaussian
mixtures

Here are a few similarity measures classically proposed in the
literature for speaker clustering:

• Methods which require models to be trained at each ut-
terances grouping as the generalized likelihood ratio [4]
or the Bayesian information criterion (BIC) [5]. These
two methods have a heavy computational cost.

• Methods which do not require models to be trained at
each utterances grouping as the cross likelihood ratio
or the symmetric Kullback-Leibler divergence [6].

In our work, the similarity measures between a speaker GMMs
is given by a KL divergence measurement described in [7],
which is performed without require the training data of each
speaker segment. However, The KL divergence between two
Gaussian mixtures is a closed-form expression. Thus, we use
the expression Eq. 1, that have a similar properties and can be
expressed in analytical form.

Lets f denote the Gaussian mixture is composed of k d-
dimensional Gaussian components:

f(y) =

k∑

i=1

αiN(yi;µi; Σi) =

k∑

i=1

αifi(yi) (1)

The divergence measurement between two Gaussian mixtures,
f =

∑k
i=1 αifi and g =

∑k
i=1 βigi is defined:

d(f, g) =

k∑

i=1

αi

k

min
j=1

KL(fi||gj) (2)

Each term represents the Kullback-Leibler divergence be-
tween two Gaussian density (N1(µ1,Σ1) and N2(µ2,Σ2) ) is
defined as:

KL(N1, N2) =
1

2
(log

|Σ2|

|Σ1|
+ Tr(Σ−1

2 Σ1)+
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(µ1 − µ2)
T Σ−1

2 (µ1 − µ2) − d) (3)

2.4. Merge of Gaussian mixtures

The algorithm of GMM-merge is proposed in order to increase
the indexing performance of the audio document according to
speaker occurrences. Thus, for a faithful representation and
resolve the intra-variability of the speech statistical parame-
ters, the merge technique is used to update each speaker GMM
while a new segments of the acoustic data arrive, which al-
ready exist in a tree index. In this section, we adapt and extend
a recent work in order to propose a merge algorithm of Gaus-
sian mixture models [7] [8]. This algorithm is used to achieve
very efficient speaker indexing in terms of both search time
and index size. In the next, we define the component mixture
operations for merge :

1. ”COLLAPSE”:
The aim of the collapse operation is to simplify the
GMM by reducing the numbers of the model compo-
nent. First, the matching function π is deduced by the
minimum of the KL divergence between each compo-
nent of Minit according to g (where Minit = f, is
the initial model) [7]. Second, the components are col-
lapsed and represented into a new single Gaussian den-
sity M

′π
ci

. Denote GoM(m) the set of Gaussian mixture
with m components, and denote the set of the mk map-
pings from {1, ..., k} to {1, ...,m} by S.

For a given model Minit ∈ GoM(m) The matching
function which gives the minimum of distance from KL
is defines:

πg = arg
m

min
j=1

KL(gi||Miniti
)i = 1, ..., k (4)

For each π ∈ S and Minit ∈ GoM(m), the collapse
GMM is define as:

M
′π
ci

=

∑
i∈π−1(j) α

Miniti

Minitj∑
i∈π−1(j) α

Miniti

(5)

Where the Minitj
prior likelihood verify (

∑k

1 α
Miniti

=

1) and the expression of the mean and the covariance
(µ

′

j Σ′
j) is written as:

µ
′

j =
1

βj

∑

i

∈ π−1(j)µi (6)

and

Σ
′

j =
1

βj

∑

i∈π(j)−1

αi(Σi + (µi − µ
′

i)(µi − µi)
′T ) (7)

with
βi =

∑

i∈π−1(j)

α
Miniti

(8)

From where M
′π
ci = N(µ

′

i,Σ
′

i) is a Gaussian density,
which obtained by collapsing the M

′π
initj

components
in only one Gaussian component such as:

M
′π
ci

= N(µ
′

i,Σ
′

i)

= arg min
M

KL(M
′π
c ||g) = arg min

M
d(M

′π
c , g) (9)

2. ”ADD”
For each k such as πg−1

(k) = φ, we denote M
′

Addk
=

gk, that consist the component of g add to g
′

, in order
to keep the same components number of the GMM of
merge.

3. ”PERMUTE”:
For each s such as Card(π(s)) = 1, we a change
the position of components as follow: M

′

p(π(s)) =
Minit(s), in order to keep a significative components,
which will represents a better original model.

The obtained Gaussian mixture g
′

, present the result of the
first step of merging Minit = f with g:

g
′

=
∑

(i,πg−1(i) �=φ)

(
βM

′

ci

Ω
)M

′

ci
+

∑

(j,πg(j)=φ)

(
αAddj

Ω
)M

′

Addj

+
∑

(k,Card(π(k))=1)

(
α

p
′

k

Ω
)M

′

pk
(10)

with:
Ω =

∑
n βMcn

+
∑

m αAddm
+

∑
l α

′

pl

Finally to obtain the merge model MMerge, we repeat the pre-
vious steps by replacing Minit by g

′

and g by f .

3. EXPERIMENTAL RESULTS

The proposed approaches were experimented on a archives
of a Europe1 radio operator news program, which allows to
extract a flow continuously from data. Initially, The test of
bayesian hypothesis is carried out with a (5 sec) of training
data for each speaker change detected, in order to increase the
accuracy of speaker recognition see Fig. 3. Thus, we use EM
algorithm to each block of speaker acoustic data to generate a
Gaussian mixture corresponds, which is composed of 16 26-
dimensional Gaussian density.

The example of incremental generation of speaker ho-
mogeneous shown in as seen in Fig. 3. Four hours audio
data of ”Europe1 radio operator” is used. The segmenta-
tion presents 46 speakers segments change detected, which
the acoustics data size exceeds (5 sec), recall that represent
the condition for a better estimate of the mixture models.

The tree of speakers model index that appear in a au-
dio data stream carried out with incremental way, among 46
speakers segments detected 16 model speakers here been iden-
tified and inserted in Model databases. Table of index and
audio meta-data is updated continuously see as seen in Fig. 5.

The hierarchical structuring in a balanced binary tree is
depends directly by the initial system parameters see Fig. 4.
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Fig. 3. Incremental segmentation of audio speech data
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Fig. 4. The hierarchical speaker GMMs binary tree organi-
zation using KL-divergence measurement criterion, we add a
new GMM speaker detected or if already exist we update his
corresponding GMM with the GMM-merge alogorithm

Thus, we choose an adaptive algorithm in order to modify the
threshold in order to reorganize the speakers tree index to a
balanced tree form and independent of databases the speakers
model what makes it possible to optimize the cost of calcula-
tion.

Fig. 5. Table of index and meta data registration

4. SUMMARY

In this paper, we presented some techniques of incremen-
tal generation of speaker-homogeneous segments. We pro-
posed a hierarchical classification approaches that applied in
speaker incremental indexing framework. We applied diver-

gence measurement method between GMMs. First, to dis-
criminate between models without using of acoustics data for
recognition step. Second, to create a hierarchical structure
under binary tree index form. We also proposed an algorithm
of merge of Gaussian mixture to update a framework and in-
crease the accuracy of the speakers model representation.
Future work will focus on studies methods to evaluate the
potentiality of hierarchical classification approaches. Experi-
mentation of an incremental indexing system, associating an
hierarchical clustering phase and concept a audio DBMS ser-
vices for querying on multi-flow of continuous audio speech
is also planned.
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