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ABSTRACT

This paper considers the problem of non-intrusive forensic

analysis of the individual components in visual sensors and

its implementation. As a new addition to the emerging area

of forensic engineering, we present a framework for analyz-

ing technologies employed inside digital cameras based on

output images, and develop a set of forensic signal process-

ing algorithms for visual sensors based on color array sen-

sor and interpolation methods. We show through simulations

that the proposed method is robust against compression and

noise, and can help identify various processing components

inside the camera. Such a non-intrusive forensic framework

would provide useful evidence for analyzing technology in-

fringement and evolution for visual sensors.

1. INTRODUCTION
In the past two decades, innovations in information technol-

ogy have contributed to a tremendous amount of economic

growth around the world. Intellectual property protection plays

a crucial role in fostering innovation, as it has been known for

“adding the fuel of interest to the fire of genius” since the time

of Abraham Lincoln. A growing amount of signal processing

research in the recent years has been devoted to the security

and protection of multimedia information. In contrast, the in-

fringement problem of signal processing devices has received

considerably less attention from the research community, yet

fierce competition in the IT industry has led to an increasing

number of infringement cases filed in U.S. courts. The remu-

nerations awarded to successful prosecution have also grown

tremendously, sometimes in billions of dollars [1].

According to the U.S. patent law, infringement of a patent
consists of the unauthorized making, using, offering for sale

or selling any patented invention. Patent infringement is usu-

ally difficult to detect, and even harder to prove in the court of

law. The burden of proof often lies on patent holders, who are

expected to provide solid evidence to substantiate their accu-

sations. One common way to perform infringement analysis

is to examine the design and implementation of a product and

look for similarities with what have been claimed in existing

patents, through some type of reverse engineering. However,

this approach could be very cumbersome and ineffective, for

example, it may involve going over VHDL design codes of an

IC chip in charge of core information processing tasks, which

is a daunting task even to the most experienced expert in the
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field. Such analysis is often limited to the implementation of
the idea rather than the idea itself, and thus could potentially

lead to misleading conclusions [2].

Methods to identify patent infringements of signal pro-

cessing device (such as camera and visual display) can be

broadly classified into three main categories, based on the

kind of input provided by the parties involved in dispute:

1. Intrusive Forensic Analysis: an analyst is able to ac-

cess the device in question, disassemble it and carefully

examine every part, including analyzing any available

intermediate signals and states.

2. Semi-intrusive Forensic Analysis: an analyst has ac-

cess to the device as a black box. He/she can design ap-

propriate inputs to be fed into the device so as to gather

forensic evidence about the working of its individual

components.

3. Completely Non-Intrusive Forensic Analysis: An an-

alyst is provided with only some sample data produced

by the device, and analyzes them to gather evidence.

In this paper, we shall focus on visual sensors, for which

we have witnessed a tremendous amount of development in

the form of consumer-level digital camera. Intense competi-

tion on digital camera R&D has been accompanied by numer-

ous patent infringement cases related to digital imaging and

visual processing employed by cameras. For example, Am-

pex Corporation has received more than $275-million com-

pensation from lawsuits and settlements involving patent in-

fringement cases with many digital camera vendors [3].

As a new addition to the emerging field of forensic engi-
neering, we present in this paper a framework for analyzing

technologies employed inside a digital camera based on out-

put images, and develop a set of forensic signal processing al-

gorithms for visual sensors. Our algorithms are non-intrusive

in nature, using only images captured by a given camera to

estimate the type of techniques and parameters in various sig-

nal processing modules during the image acquisition process,

and quantitatively determine the similarity and differences be-

tween cameras. For cameras from different vendors, the dig-

ital forensic knowledge obtained from such analysis can pro-

vide clues and evidence on technology licensing or infringe-

ment, which we shall refer to as infringement/licensing foren-
sics. This will assist the enforcement of patent protection,

which in turn would foster innovations in a long run. For cam-

eras of the same brand but different models released at differ-

ent years and/or at different price tiers, our analysis forms a

basis of evolutionary forensics, as it can provide clues on the
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technology evolution that is valuable to the research and edu-

cation in the technical community.

To our best knowledge, this is the first work introduc-

ing the concept of infringement and evolutionary forensics

for camera solely through output images. Related prior art

on non-intrusive image forensics falls in two main categories.

In the forgery detection literature, there are recent works tar-

geted at finding the type of post processing operations that

occurs after an image has been captured by a camera, such as

JPEG compression, Gamma correction, and copy-paste [4].

These methods do not concern the image creation process in-

side cameras. The problem of camera identification was stud-

ied very recently where noise patterns inherent to an image

sensor were used as a unique identifier to each camera [5].

While useful in some forensic tasks, this approach is not for

identifying common features tied to the same camera models,

and thus cannot be directly applied to infringement and evolu-

tionary study. Another blind-source approach employs statis-

tics generated from similar images taken with different cam-

eras to train classifiers for identifying the origin [6]. Although

good results were reported in distinguishing pictures taken by

three cameras, its ability to differentiate a large number of

cameras under diverse training sets is unclear. As shall be

seen from our results later in the paper, by striving to acquire

knowledge on the inner working of each camera from output

images, our proposed forensic framework can also support

more accurate identification for a large number of cameras.

The paper is organized as follows. After reviewing a model

of cameras’ scene capture process in Section 2, we focus on

color sensor pattern and interpolation aspects, and present

new algorithms to estimate them from output images. Sec-

tion 3 first shows the experimental results from synthetic data

to validate the proposed algorithm, and then presents forensic

analysis results on data set from 16 cameras.

2. MODELLING AND PARAMETER ESTIMATION

Fig. 1(a) shows the image capture process. The rays from the

scene pass through the lens and the optical filters and are fi-

nally recorded by the charge coupled device (CCD) detectors.

Most digital cameras use a color filter array (CFA) to sam-

ple the real-world scene. Some examples of CFA patterns are

shown in Fig. 1(b). The CFA consists of an array of color

sensors, each of which captures the corresponding color of

the real-world scene at an appropriate pixel location where it

is located. The remaining pixel values are interpolated using

the sampled data. CFA interpolation (or demosaiking) is an

important step to maintain the quality of the final output im-

age [8, 9]. After interpolation, the three images corresponding

to the red, green and the blue components go though a post-

processing stage. In this stage, white balancing and color

correction are done to remove unrealistic color casts so that

objects that appear white in reality appear white in the photo-

graph. Finally, the image may be JPEG compressed to reduce

storage space.

Our present work focuses on CFA and the associated in-

terpolation. Based on minimum mean-square estimate, we

identify the CFA pattern and the type of interpolation, as well

as estimate the interpolation parameters. A random CFA pat-

tern -p is initially assumed. Using p and the final camera out-

put Sd, we obtain an estimate for Sd and find the interpolation

error. The pattern that gives the lowest error is declared to be

the correct CFA pattern.

Fig. 1. (a) Scene Capture Process in a Camera; (b) Sample

Color Filter Arrays.

Estimating Interpolation Coefficients In the absence of

post-processing, the output digital image Sd provides partial

information about the sampled real-world picture Sp. Further-

more, from our preliminary study, we observe that most of the

interpolation algorithms can be well approximated to be close

to linear in specific regions of the image. Hence, we divide

the picture based on the gradient values in a local neighbor-

hood and obtain the interpolation coefficients in each region

using a linear model. Let us define Ii,j = Sd(i, j, p(i, j)).
The horizontal and vertical gradients at the location (i, j) can

be found using

Hi,j = |Ii,j−2 + Ii,j+2 − 2Ii,j |, (1)

Vi,j = |Ii−2,j + Ii+2,j − 2Ii,j |. (2)

The image pixel at location (i, j) is grouped together into

one of the three categories based on the gradient values in

its neighborhood: Region 1 contains pixels with a significant

horizontal gradient for which (Hi,j − Vi,j) > T where T is

a suitably chosen threshold; Region 2 contains the set of pix-

els with a significant vertical edge (Vi,j − Hi,j) > T ; and

Region 3 includes the remaining parts of the image and pri-

marily contains smooth regions.

Using the final camera output Sd, we obtain a set of lin-

ear equations for all the pixels in each region separately by

representing the interpolated pixels as a linear combination

of its surrounding pixel values. Let these equations be rep-

resented in the form Ax = b. JPEG compression and other

post-processing operations would bring distortions to the val-

ues of A and b and thus affect the estimate of the interpola-

tion coefficients. Hence in order to make the solution robust

to noise, we formulate and solve the following problem:

min
E,r

||[E r]||F subject to [A + E b + r]
[

x
−1

]
= 0 (3)
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Here ||.||F denotes the Frobenius norm of the matrix. The

solution to the minimization problem can be written as

[
x
−1

]
= − 1

vn+1,n+1
vn+1 (4)

where vn+1 represents the (n + 1)th right singular vector of

the combined matrix [A b] = UΣVT .

Estimating CFA pattern Once the interpolation coefficients

are obtained, it can be used to re-interpolate the sampled CFA

output Sp in the corresponding regions to obtain an estimate

of the final output image Ŝ
(p)
d . The difference between Ŝ

(p)
d

and the actual camera output Sd gives the interpolation error.

This error is obtained for all candidate search patterns and the

pattern p̂ that gives the lowest overall absolute value of error

is chosen as the estimated CFA.

The choice of the candidate search patterns can be done

based on prior knowledge on the possible patterns used in

cameras. We note that most commercial cameras use the RGB

type of CFA with a fixed periodicity of 2. If we confine our

search to these CFA patterns, then we will require a total of

34 candidate patterns. Further, we show that the number of

searches required can be reduced to around 15 using a tree
based search.

3. FORENSIC ANALYSIS AND RESULTS

3.1. Forensic Analysis on Synthetic Data

As an initial step, we use synthetic data to study the per-

formance of the proposed techniques and to demonstrate the

proof of concept. We use around 20 representative images.

The original images were first down-scaled to remove the ef-

fect of previously applied filtering and interpolation opera-

tions and then sampled on the three different CFA patterns as

shown in Fig. 1(b). Each of the sampled images were then

interpolated 6 different interpolation algorithms: (1) Bilinear,

(2) Bicubic, (3) Smooth Hue, (4) Median Filter, (5) Gradient

based, and (6) Adaptive Color Plane [8, 9]. Thus, our total

dataset contains 360 images each of size 512 × 512.

In the noiseless case under no post-processing, we ob-

served no errors in estimating the CFA pattern. The inter-

polation coefficients corresponding to the three color planes

(and the three regions) were estimated and a support vector

machine (SVM) was used for identifying the interpolation

method. Randomly chosen 8 images under all interpolation

techniques was used as ground truth in training and testing

was done on the remaining 12 pictures. We obtained 100%
classification accuracy in identifying the correct CFA inter-

polation algorithm with no false alarms.

Among various post-processing inside camera, multiplica-

tive operations such as white-balancing and color correction

do not affect the solutions to the linear equations for interpo-

lation estimation as the same factor is applied to both sides
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Fig. 2. Probability of correctly identifying the CFA interpola-

tion technique for different JPEG quality factors under Multi-

ple Camera Multiple Scene (MCMS).

of the equation. As such, we focus on JPEG compression

(quality factors 20-100) and additive noise (PSNR 15-40dB).

We observed that in all cases, our proposed MMSE estima-

tor gave very good results and the correct CFA pattern was

identified in most cases. On the whole, we obtained only one

error in estimation – when the PSNR was 15dB and the adap-

tive color plane interpolation method was used. However, in

this case, it was found that the correct pattern came in the top

three choices. Next, we study the performance of the CFA

interpolation identification algorithm when the final camera

output images are JPEG compressed. Two scenarios are con-

sidered: (1) Multiple Camera Multiple Scene (MCMS), where

pictures obtained from different cameras come from differ-

ent scenes; this corresponds to the completely non-intrusive

scenario discussed in Section 1; (2) Multiple Camera Single
Scene (MCSS), where a forensic analyst has access to each

camera and is able to use the different cameras to capture

similar scenes; this corresponds to the semi-intrusive foren-

sic analysis discussed in Section 1.

The performance of the proposed CFA interpolation tech-

nique for the MCMS for different JPEG quality factors is

shown in Fig. 2. Here we use 12 images each under a ran-

domly chosen interpolation technique for training (2 for each

interpolation method) and the remaining 48 images for test-

ing. We observe that the probability of correctly estimating

the interpolation technique used is around 85%. We have also

tested the multiple camera single scene case, where the prob-

ability of correctly estimating the interpolation technique is

found to have improved to around 96%, and thus the forensic

analyst can make the decision with a higher confidence level.

3.2. Forensic Analysis on Camera Data Set

Our study has considered 16 different cameras models as shown

in Table 1. Around 40 different images were taken from each

camera. The images were taken under completely uncon-

trolled conditions, i.e. different sceneries, different lighting,

and compressed under different quality levels as built in each

camera.

16-Camera Classifier We first estimate the CFA pattern

from the output images using the proposed algorithm. We
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Table 1. Camera Models used in Simulation

No. Camera Model No. Camera Model

1 Canon A75 9 Sony Cybershot

2 Canon Powershot S400 10 Sony P72

3 Canon Powershot S410 11 Olympus C3100Z

4 Canon Powershot S1 IS 12 Olympus C765UZ

5 Canon Powershot G6 13 Minolta DiMage S304

6 Canon EOS Dig. Rebel 14 Casio QV-UX2000

7 Nikon E4300 15 FujiFilm S3000

8 Nikon E5400 16 Epson PhotoPC 650

observe that all the cameras use the Bayer color filter array

(shown in the left corner in Fig. 1(b)). This is the most popu-

lar CFA pattern. Here, the red and the blue colors are sampled

on a rectangular grid and the green color corresponding to the

luminance component of the image is more finely sampled on

a hexagonal grid to reduce the effects of aliasing [7].

We then estimate the CFA interpolation coefficients using

the proposed algorithm. We use a classification based model

to study the closeness among the set of coefficients. If two

sets of coefficients are similar, then in most cases they should

get classified into similar classes while testing. The simula-

tion results with an SVM based classifier with 25 training im-

ages are shown in Fig. 3 in terms of a confusion matrix. The

(i, j)th element in the confusion matrix gives the probabil-

ity of being classified as camera−j when the picture actually

comes from camera−i. The table shows only statistically sig-

nificant values that are greater than λ = 1
Nc

, where Nc is the

number of cameras. The 16-camera classification results in-

dicate that we can distinguish cameras based on the estimated

interpolation coefficients and therefore it is highly likely that

cameras from different companies differ in the detailed ways

of interpolation especially when handling edge regions.

We also notice a great degree of similarity among the cam-

eras from the same company (e.g. Canon models 1-6) indicat-

ing that they are probably using similar kinds of interpolation

methods. To explore further, we grouped all images from the

same company into one class and built a 8-class classifier. We

observed that the overall classification accuracy improved to

95%, which validates our conjecture.

Similarity Between Different Camera Models We start

with cameras from the same vendor, and conduct a case study

on two successive releases of Canon 4M-pixel models, S400

and S410. We train a SVM classifier using the images ob-

tained from 15 cameras except Canon S410 and then test it us-

ing the images from Canon S410. The results show that 72%
of the Canon S410 images are classified as Canon S400 and

an additional 25% of the S410 images are classified as one of

the other Canon models. This suggests that interpolation al-

gorithms used by Canon S400 and S410 have a high degree of

similarity. We conducted similar tests for cameras from dif-

ferent vendors. We observe that around 78% of the Minolta

DiMage S304 pictures are classified as Nikon E4300 camera

model when Minolta model was not used in training. This

suggests that the interpolation parameters of the two cameras

Fig. 3. Confusion Matrix for all cameras numbered as in Ta-

ble 1. The matrix is divided based on different camera makes.

The values below λ = 1
16 are denoted by ∗.

are likely to be similar.

4. SUMMARY AND CONCLUSIONS

In this paper, we consider the problem of infringement foren-

sics of visual sensors. We develop methods to find the dif-

ferent building blocks of the camera based on sample camera

output images and detailed studies of the scene capture pro-

cess. We focus on techniques for identifying the CFA pattern

and the interpolation algorithm. We show through detailed

simulations that the proposed methods are robust to various

kinds of post-processing that might occur in the camera and

are thus applicable in real world situations. These techniques

are then used to gather forensic evidence on real world data-

sets captured by cameras of 16 different models under various

situations. We believe that such forensic study would be great

interest for analyzing technology infringement and evolution

for visual sensors.
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