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ABSTRACT

This paper presents a new method for reproduction of music in
multichannel audio systems. The proposed method separates sig-
nals from individual channels into their direct and diffuse compo-
nents which are then sent to different speaker elements. The direct
components are sent directly to the listener, while the diffuse com-
ponents are additionally scattered. The purpose of this scattering
of diffuse components is twofold: first, it eliminates spurious lo-
calization cues which may be created by reproducing the sound
using a small number of speakers (three to five), and second, it
provides additional diffusion which improves the envelopment ex-
perience. We investigate two methods to separate direct and dif-
fuse soundfield components, both of which assume the knowledge
of the impulse response of the performance auditorium to the cor-
responding microphones. One method is based on techniques for
multichannel equalization, while the other uses techniques for sig-
nal reconstruction after oversampled filter-bank processing. The
latter method turns out to be computationally more manageable. In
listening tests, subjects preferred music reproduction which sepa-
rates direct and diffuse soundfields to reproduction in which both
soundfields are sent to the same speaker elements.

1. INTRODUCTION

Following the advent of multichannel audio, a novel five-channel
audio technology has been recently proposed that attempts to re-
produce some or most of the auditory experience of an acoustic
performance in its original venue [1]. The proposed audio scheme
uses a specially constructed seven-channel microphone array to
capture cues needed for reproduction of the original perceptual
soundfield in a five-channel stereo system. The microphone array
consists of five microphones in the horizontal plane, as shown in
Figure 1, placed at the vertices of a pentagon, and two additional
microphones laying in the vertical line in the center of the pen-
tagon, one pointing up the other down. Each microphone receives
the source sound filtered by the corresponding impulse response
of the performance venue between the source and the microphone.
The impulse response consists of two parts: direct, which con-
tains the impulse which travels to the microphone directly plus
several early reflections, and reverberant, which contains impulses
which are reflected multiple. The soundfield component which is
obtained by convolving the source sound with the direct part of
the impulse response creates the so-called direct soundfield, that
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Figure 1: Microphone array used for recording of an acoustic per-
formance for an audio technology which aims to recreate the per-
ceptual soundfi eld of the performance in its original venue.

carries perceptual cues relevant for source localization, while the
component which is the result of the convolution of the source
sound with the reverberant part of the impulse response creates the
diffuse soundfield, which provides the envelopment experience.

The seven audio signals captured by the microphone array are
mixed down to five reproduction channels, front-left (FL), front-
center (FC), front-right (FR), rear-left (RL), and rear-right (RR).
Listening tests demonstrated significant increase of the “sweet spot”
area of the new scheme compared to the standard two-channel au-
dio in terms of sound-source localization [1]. The reproduction
using only five speakers, however, cannot provide a satisfactory
envelopment experience since five reproduction channels are not
sufficient to produce adequate diffusion of the soundfield [2]. Be-
sides, recreation of the diffuse soundfield using the same speaker
elements which are used for recreation of the direct soundfield may
produces spurious cues which affect the capability of a listener
to localize the sound source. In this paper, we explore the idea
of separating signals received by the microphones into their di-
rect and diffuse components and reproducing them using different

ICASSP 2006



e Ry
/'/ /}) \é\ \\
Wl i S,
ﬂé\\s e £, )\} Wi
A N PaN <_,/\>\ S
S EN D EA R
//{_ \\‘5\ : e — \\\/{ /\)
_‘//// <.\\ Fd
RV
.-"5"'
d )
W, M
A s
e S
A N
S ;\ﬁ {_,/'\\\
S ,.'7“\\ //\'\\\///
4 7
& Q%5
. 3 X /“O} 3
N % \\//

Figure 2: The speaker set-up used in this work for improved re-
production of diffuse soundfi eld.

speaker elements [2]. In particular, the direct soundfield compo-
nents will be reproduced using speakers pointing toward a listener,
while the diffuse soundfield components will be reproduced us-
ing speakers pointing away from the listener and toward diffuser
panels which perform additional sound scattering. Such a speaker
set-up is shown in Figure 2.

In Section 2, we first study techniques for separation of sig-
nals recorded by microphones into their direct and diffuse com-
ponents. We restrict considerations to the case of a single sound
source (solo instrument) and known impulse responses between
the sound source and each of the microphones. The latter restric-
tion is minor since the impulse responses can easily be measured.
The case when there are multiple sources is currently being in-
vestigated. The results of tests which evaluate the listening experi-
ence provided by the new reproduction technology are presented in
Section 3. These results demonstrate that the reproduction which
separates direct and diffuse soundfields is preferable to the repro-
duction which does not perform this separation.

2. DIRECT/DIFFUSE SOUNDFIELD SEPARATION

Recording a musical performance using an N-channel microphone
array, under the assumption of a point source, produces /N signals

Yi(z) = Hi(2)X(z),t=1...,N (1)

where X (z) is the source signal and H;(z) is the impulse response
of the auditorium between the source and the ¢-th microphone.
Each impulse response H;(z) can be represented as

Hi(z) = Hiq(2) + Hir(2) 2)

where H; 4(z) and H;,»(z) are its direct and reverberant compo-
nent, respectively. The goal is to find a method to recover direct

and diffuse components Y; 4(z) = H;a(2)X(2) and Y ,(2) =
H; »(z)X(z), respectively, of all microphone signals Y;(z), given
these signals and impulse responses H;(z). To this end, we shall
first recover X (z) from signals Y;(z) and then apply filters H; 4
and H; ,(z) to obtain Y; 4(z) and Y; »(2), respectively. Compo-
nents H; 4(z) and H;,»(z) can be obtained from H;(z) in several
ways, including taking H; 4(z) to be a given number of the first
impulses of H;(z), the initial part of H;(z) in a given time interval,
or extracting H; 4(z) from H;(z) manually. Once, H; 4(z) is ob-
tained, H; ,(z) is the remaining component of H;(z), H;,»(z) =
H;(z) — H; q4(z) . Therefore, from now on, we focus on the prob-
lem of recovering X (z) from Y;(z), ¢ = 1,...,Yn(2), given
Hi(z),i=1,...,N.

The problem at hand was studied in-depth in the filter bank
literature. Below we review relevant results, details of which can
be found in [3]. X (z) can be reconstructed from Y;j(z)’s in a nu-
merically stable manner if and only if impulse responses H;(z) do
not have zeros in common on the unit circle. If this condition is
satisfied then there exist stable filters G;(z), ¢ = 1,..., N such
that

> Gi(2)Hi(2) =1. 3)

Hence, X (z) can be reconstructed as

X(2) =) Gi(2)Yi(2) . “

Note that filters G; () are not unique, and one particular solution
to (3) is given by

_ H@(Zil)
S Hi(2)Hi(z71)

This solution has an advantage over all other solutions in the sense
that it performs maximal reduction of white additive noise which
may be present in signals Yj(z). Another issue of particular in-
terest is to be able to reconstruct X (z) using FIR filters. A set
of FIR filters F;(z) such that any X (z) can be reconstructed from
corresponding signals Y;(z) exists if and only if impulse responses
H;(z) have no zeros in common. If this is satisfied, a set of FIR
filters F;(z) which can be used for reconstructing X (z) can be
found by solving the system

Gi(2) &)

Z Fi(2)Hi(z) =1. (©)

The problem of solving (6) for a set of FIR filters was previ-
ously studied by the communications community as a multichan-
nel equalization problem [4]. Note that both the condition for per-
fect reconstruction of X (z) using stable filters and the condition
for perfect reconstruction using FIR filters are normally satisfied
since it is very unlikely that impulse responses H;(z) will have a
common Zero.

In this work we consider reconstructing X (z) using filters FIR
Fi;(z) obtained by solving (6), and we refer to this approach as
Method 1. We also consider using FIR approximations of filters
G;i(z) in (5), and we refer to this approach as Method 2. In the fol-
lowing subsections we discuss details of these two methods, their
advantages and problems.

V-358



2.1. Method 1

Finding a set of FIR filters F;(z) which satisfy (6) amounts to
solving a system of linear equations for the coefficients of the un-
known filters. While solving a system of linear equations may
seem trivial, in the particular case which we consider here a real
challenge arises from the fact that the systems in question are usu-
ally huge, since impulse responses of music auditoria are normally
thousands of samples long. To illustrate an expected dimension of
the linear system, consider impulse responses H;(z) and let Lj, be
the length of the longest one among them. Assume that we want to
find filters F;(z) of length Ls. Then, the dimension of the linear
system of equations which is equivalent to (6) is Lp + Ly — 1.
The system has an exact solution if the total number of variables,
which is in this case NLy (the number of filters Fj(z) times the
filter length), is larger or equal to the number of equations, that is,
if NLy > Ly + Ly —1. This implies that Ly must be greater than
Ly /(N —1). Hence, the dimension of the system is greater than
NLp /(N —1). In the case of 44.1kHz sampling rate (CD quality),
and assuming 5-channel microphone array (just the microphones
in the horizontal plane), for a room which has a one second rever-
beration time, Lj becomes L; = 44100 and the corresponding
linear system has around 55000 equations. In the experiments we
were conducting, MATLAB was unable to solve systems of 17000
equations.

Another problem associated with this approach is that effect
of filters F;(z) obtained in this manner on possible additive noise
is unclear. To ensure good noise reduction properties one needs to
allow for filters longer than the minimal length required to solve
the system exactly and then perform constrained optimization of
an intricate function of a huge number of variables.

2.2. Method 2

Equation (5) provides a closed form solution for filters G; (z) which
can be used for perfect reconstruction of X (z) according to (4).
Observe that filters G;(z) given by this formula are IIR filters.
One way to use these filters would be to implement them directly
as IIR filters, but that would require an unacceptably high number
of coefficients. Another way would be to find FIR approximations.
We attempted computing a given number first coefficients of filters
G (2) by filtering corresponding impulse responses H;(z~*) with
IR filter 1/D(z), D(z) = vazl Hi(2)H;(z™") (see Equation
(5)). Our attempts to execute these computations in MATLAB,
however, failed. The FIR approximations to G;(z)’s which are
used in the experiments reported in the next section were obtained
by dividing the DFT of corresponding functions H;(z~!) by the
DFT of D(z) and finding the inverse DFT of the result. The size
of the DFT used for this purpose was four times larger than the
length of D(z). Note that it is essential that the DFT size is large
since Method 2 computes coefficients of IIR filters G;(z) by find-
ing their inverse Fourier transform using finitely many transform
samples. This discretization of the Fourier transform causes time-
aliasing of impulse responses of filters G;(z) and the aliasing is
reduced as the size of the DFT is increased. Despite the need for
the DFT of large size, Method 2 turned out to be numerically much
more efficient than Method 1 and could operate on larger impulse
responses. Reconstruction of X (z) using this approximation also
gave very accurate results, as we report in the next section.

3. EXPERIMENTAL RESULTS

In experiments reported in this section a 5-channel reduction of
the 7-channel microphone array was considered which consisted
of the microphones in the horizontal plane. Three test signals, 20—
30s long, were used: a male rock singer, jazz trumpet, and jazz gui-
tar. All three signals were originally recorded with a close micro-
phone technique to minimize early reflections and reverberation,
and were high quality audio files. Impulse responses H;(z) were
generated for hypothetical rectangular auditoria using the method
of images described in [5]. The test signals were used with impulse
responses of two different lengths and in that way 4 test scenarios
were created, which we shall refer to as Source 1-4, with the fol-
lowing meaning: Source 1 - rock male singer, impulse responses
5000-samples long, 22.05kHz sampling, Source 2 - electric jazz
guitar, impulse responses 5000-samples long, 22.05kHz sampling,
Source 3 - jazz trumpet, impulse responses 5000-samples long,
22.05kHz sampling, Source 4 - jazz trumpet, impulse responses
17000-samples long, 44.1kHz sampling.

Table I shows the signal-to-error ratio (SER) of the reconstruc-
tion of X () in the four test scenarios using Methods 1 and 2. The
SER is measured as SER = 10log,o (Y, |z[n]|*/ Y, |z[n] —
x,[n]|*), where x[n] is the original signal and z,[n] is its recon-
structed version. MATLAB implementation of Method 1 failed in
the case of Source 4 due to the large length of impulse responses
H;(z). In all cases the reconstructed signal z,[n] was audibly in-
distinguishable from the original despite the fact that in same cases
the SER of Method 1 was low. However, the fact that Method 2
shows consistently higher SER than Method 1 should not be ig-
nored. This lower SER of Method 1 is possibly partly due to the
fact that in some cases we had to add some small amount of noise
to the coefficients of the linear equations to make the system solv-
able in MATLAB.

Table 1: The error of signal reconstruction using Methods 1 and 2
| || Source 1 | Source2 [ Source3 | Source 4 |

Method 1 38.5dB | 117.8dB 3.5dB
Method 2 || 152.6dB | 208.1dB | 183.6dB

553.0dB

Listening experiments were performed with 5 subjects who
were all MSc student at King’s College London around 25 years
old. The subjects were asked to evaluate 4 different surround
sound systems in terms of realism, perceived room size, and over-
all preference. The first system was five-channel audio where both
the direct and diffuse soundfield were reproduced using the same
speaker elements pointing toward the listener. The other three sys-
tems were using the 10-speaker set-up shown in Figure 2 in which
direct soundfield components were sent to speakers directed to-
ward the listener, while the diffuse components were sent to speak-
ers directed away from the listener and toward diffuser panels. The
three 10-speaker systems differed in the way in which direct and
diffuse soundfield components were separated. In the system re-
ferred to as Ideal the direct and diffuse soundfield components
were obtained by convolving X (z) directly with corresponding
H; 4(z) and H; , () filters, respectively. In the systems denoted
by Method 1 and Method 2, X (z) was first reconstructed from
Yi(2), i = 1,..., N using Method 1 and Method 2, respectively,
and the reconstructed versions of X (z) are then convolved with fil-
ters H; 4(z) and H; »(z) to obtain direct and diffuse components
in individual channels. Signals used in the 5-speaker scheme were
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played at an increased level so to match the loudness level of the
10-speaker schemes. In the evaluations, the subjects were asked to
rank the four systems and another system which is not described
here in terms of realism, perceived room, size and overall prefer-
ence. In this manned each of the systems was given a score on a
scale from 1 to 5, where 5 was the best. The results of these lis-
tening tests are represented by the graphs in Figure 3. Note that
the results for the 10-speaker scheme with Method 1 do not appear
in these graphs for Source 4 since MATLAB was unable to solve
the corresponding system of equations. The perceived differences
between the three 10-channel schemes were very subtle, which
along with the fact that the number of subjects was small explains
the variations in the average scores of the three schemes. However,
it is evident that, in all of the considered aspects, all three schemes
which separated direct and diffuse soundfields scored significantly
better than the scheme which did not perform this soundfield sepa-
ration. We also perceived that separating direct and diffuse sound-
fields improved the localization of sound source, however, formal
tests in this respect were not conducted.

4. CONCLUSION

This paper presented two results. First, two techniques for sepa-
rating direct and diffuse soundfields in multichannel audio record-
ings were studied. One of the techniques has been studied previ-
ously by the communications community within the multichannel
equalization framework, and was found here not to be suitable for
the audio problem at hand due to excessively long channels (room
impulse responses). The other technique, based on results of the
theory of oversampled filter banks, is quite novel and has shown
good results in this context. The second result is a new technology
for multichannel surround audio systems. The proposed technol-
ogy aims to improve the envelopment experience by separating
direct and diffuse soundfields and introducing additional scatter-
ing of the diffuse soundfield using diffuser panels. The results of
the listening experiments reported in this paper show that the new
technology improves the listening experience.
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Figure 3: The results of listening tests. a) The average perception
of realism. b) The average perception of room size. c) Overall
average preference.
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