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ABSTRACT

This paper describes a novel methodology for automatic
musical genre classification based on a feature extraction
/statistical similarity measurement approach. First, we
perform a 1-D wavelet decomposition of the music signal
and we model the resulting subband coefficients using the
Generalized Gaussian Density (GGD) and the Alpha-Stable
distribution. Subsequently, the GGD and Alpha-Stable dis-
tribution parameters are estimated during the feature ex-
traction step, while the similarity between two music signals
is measured by employing the Kullback-Leibler Divergence
(KLD) between their corresponding estimated wavelet dis-
tributions. We evaluate the performance of the proposed
methodology by using a dataset consisting of six different
musical genre sets.

1. INTRODUCTION

In recent years, there has been a rapid proliferation of mul-
timedia databases, which caused an urgent need to create
effective methods for classification and retrieval of multi-
media data. In the music domain, we would like to charac-
terize the genre of a music track from the information that
“hides” inside its content. This means that we must ex-
ploit the internal attributes of a music track by processing
it either in the time or in the frequency domain. A success-
ful way to compare and classify music tracks would allow
for constructing better browsing systems and would lead to
better performance of Music Information Retrieval (MIR)
systems.

Automatic musical genre classification is a fundamental
component of MIR systems. Typically in a genre catego-
rization process there are two major tasks: Feature Ex-
traction (FE) and Similarity Measurement (SM). In the FE
task, a set of features is generated to accurately represent
the content of a given music signal. The dimensionality of
this set has to be smaller than the original signal while cap-
turing as much as possible of the signal information. In the
SM task, a distance function is employed to measure how
close a query music signal is to each of the music categories
in the dataset, by comparing their features. The query sig-
nal is then classified to the genre that is associated with the
minimal of the measured distances.

There has been a lot of research in feature extraction for
classification of speech signals (e.g. speaker identification),
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but work on music signal classification has only recently
gained momentum. In [1], features that describe charac-
teristics of the music such as rhythm, timbral texture, and
pitch content are derived for musical genre classification.
In [2], the problem of automatic music artist classification
(artist identification) is considered in a statistical frame-
work, where a set of features is modeled using a Gaussian
Mixture Model (GMM). The SM task is performed using
an approximation of the KLD between GMMs (Asymp-
totic Likelihood Approximation (ALA) [3]), since no closed
form expression exists for the KLD between GMMs. In
[4], Mel-Frequency Cepstral Coefficients (MFCCs) and beat
histograms are used as features, resulting in classification
accuracy of about 57% for the MAMI dataset. In [5], sup-
port vector machines are used for musical genre classifica-
tion acting on a variety of temporal and frequency-domain
features, achieving 73% average classification over two dif-
ferent datasets.

In this paper, we approach the automatic musical genre
classification problem in a statistical framework, motivated
by two recently introduced texture image retrieval methods.
The first is based on the modeling of the marginal distri-
bution of wavelet coefficients using a GGD and a closed
form KLD between GGDs [6]; the second is based on mod-
eling the marginal distribution of wavelet coefficients us-
ing an Alpha-Stable distribution and a closed form KLD
between the characteristic functions [7]. The development
of retrieval/classification models in a transform-domain is
based on the observation that often the transform restruc-
tures the signal, resulting in a set of coefficients that are
simpler to model. The wavelet transform in particular has
been found to be very useful for extracting patterns in au-
dio signals [8]. In this paper, we apply the wavelet trans-
form to the music signals and we model the probability den-
sity function (PDF) of the wavelet subband coefficients in
two ways: (i) using a GGD and (ii) using an Alpha-Stable
distribution. The model parameters are estimated using a
Maximum Likelihood (ML) estimator, as opposed to the
parameters of a GMM which are estimated using the itera-
tive Expectation-Maximization algorithm. Our objective is
to introduce a new feature set that compactly models the
raw signal space and thus includes properties of the signal
that might be discarded by other feature extraction meth-
ods (e.g. mfcc features). In this sense, it is not within our
immediate goals to produce classification performance su-
perior of all previously proposed methods on the subject.
Our goal is to show that the proposed statistically-derived
features indeed characterize the properties of the raw sig-
nal space in a compact manner, which can be effectively
demonstrated by their resulting classification performance.
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Additionally, an important fact to note is that the KLD be-
tween GGDs and between characteristic functions of Alpha-
Stable distributions has closed form and is not approximate
(contrary to ALA for GMMs), meaning that our method is
more accurate from a statistical point of view.

2. STATISTICAL MODELING

2.1. Signal Transform

As a first step in the FE task, we employ the 1-D orthogonal
Discrete Wavelet Transform (DWT) which expands a sig-
nal using a certain basis, with elements that are are scaled
and translated versions of a single prototype filter (“mother
wavelet”). In our experiments, we used the biorthogonal
wavelet; the best choice of wavelet for the task examined is
outside the scope of this paper.

2.2. GGD Modeling of Wavelet Coefficients

Our method is based on fitting a Generalized Gaussian Den-
sity (GGD) on the PDF of the wavelet coefficients of a par-
ticular subband. This task can be achieved by estimating
the two parameters of the GGD («, ), which is defined as

p(z; @, B) B g=tal/e)? (1)

= 2ar(1/B)° ’

where I'(+) is the Gamma function defined as

I(z) :/ t" e tdt.
0

In (1), @ models the width of the PDF peak (standard de-
viation), while [ is inversely proportional to the decreasing
rate of the peak. Usually, « is referred to as the scale pa-
rameter, while (3 as the shape parameter. The GGD model
contains the Gaussian and Laplacian PDF's as special cases,
corresponding to 8 = 2 and 8 = 1, respectively. During the
FE step, we estimate the GGD model parameters («, )
using the ML method described in [6].

Following the 1-D wavelet transform, the marginal statis-

tics of the coefficients at each decomposition level are mod-
eled via a GGD. Then, we simply estimate the (a, 3) pairs
at each subband. Thus, for a given music signal, decom-
posed in K levels, we estimate the set of the K + 1 pairs

{(0{1,/81),(&2,52)7...,(()(K+176K+1)}, (2)
where (o, 3;) are the estimated model parameters of the
it" subband. Note that we follow the convention that ¢ = 1
corresponds to the detail subband at the first decomposition
level and so forth, while i = K + 1 corresponds to the ap-
proximation subband at the K*" level. The total size of the
above vector equals 2(K + 1) which means that the content
of a music signal can be represented by only a few param-
eters, in contrast with the large number of the transform
coefficients.

2.3. Statistical Modeling of Wavelet Subband Co-
efficients via Alpha-Stable Modeling

As an alternative model to the GGD, the wavelet sub-
band coefficients in various scales are modeled as Symmetric
Alpha-Stable (Sa.S) random variables [9]. The SaS distri-
bution, which does not have a closed form expression, ex-
cept for the Cauchy and Gaussian cases, is best defined by
its characteristic function as follows [10]

¢(t) = exp(udt —[4%) , ()

where « is the characteristic exponent, taking values 0 <
a <2 6 (—00 <4 < o0) is the location parameter, and v
(v > 0) is the dispersion of the distribution. The charac-
teristic exponent is a shape parameter which controls the
“thickness” of the tails of the density function. The smaller
the « is, the heavier the tails of the SaS density func-
tion. The dispersion parameter determines the spread of
the distribution around its location parameter, similar to
the variance of the Gaussian.

3. CLASSIFICATION

The automatic musical genre classification problem can be
formulated as a multiple hypothesis problem. Let us as-
sume that there are M number of genres and that we have
represented the query music signal S, by its query data
set x = (x1,%2,...,xr), which is typically obtained after a
pre-processing stage (FE stage).

Each genre G;, i = 1, ..., M, is assigned with a hypothe-
sis H;. The goal is to select one hypothesis out of M, which
best describes the data from S;. Under the common as-
sumption of equal prior probabilities of the hypotheses, the
optimum rule resulting in the minimum probability of clas-
sification error, is to select the hypothesis with the highest
likelihood among the M. Thus, the query music signal is
assigned to the genre corresponding to the hypothesis Hy if

p(x|Hi) > p(x|H;), i Ak(Vi=1,..,M). (4)

The problem with (4) is that, in most cases, it is compu-
tationally expensive to compute. This turns out to be im-
practical in most applications since this operation in many
cases has to be done on-line in an interactive mode. There-
fore, we need to find an approximation with much less com-
putational cost. A computationally efficient implementa-
tion of this setting is to adopt a parametric approach. Then,
each conditional probability density p(x|H;) is modeled by
a member of a family of PDFs, denoted by p(x;8;) where
0; is a set of model parameters. Under this assumption,
the extracted features for the songs in the musical genre
S; are represented by the estimated model parameter GAZ-,
computed in the FE stage.

For classifying the query signal S, to the closest genre:

1. We compute the KLDs between the query density
p(x; 04) and the density p(x; ;) associated with genre
G; in the dataset, Vi =1,..., M:

Dip(ox: 0,)p(x:6:)) = [ pla:6,) o % dw@

2. We classify S; in the genre corresponding to the small-
est value of the KLD.
The KLD in (5) can be computed using consistent estima-

tors éq and éi, for the model parameters. The ML estima-
tor is consistent and for the query signal it gives

0, =arg max log p(x; 6). (6)

We can also apply a chain rule, in order to combine the
KLDs from multiple data sets. This rule states that the
KLD between two joint PDFs, p(X,Y) and ¢(X,Y), where
X,Y are assumed to be independent data sets, is given by

D(p(X,Y)[la(X,Y)) = D(p(X)lla(Y)) + D(p(X)IIq(Y)()%)

Given the GGD model, the PDF of the wavelet coef-
ficients in each subband can be completely defined by the
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parameters («, ). Substitution of (1) into (5) gives the
following closed form for the KLD between two GGDs [6]

(ﬂ1a2F(1/ﬁz))
B2 T'(1/61)
(o) 5 1
NES R
For the case of the SaS model, the parameters ()
can define the PDF of the wavelet subband coefficients.
We expect that the KLD between normalized character-
istic functions will be a good similarity measure between
SaS distributions, because there is an one-to-one corre-
spondence between a Sa.S density and its associated char-
acteristic function. By employing the KLD between a pair

of normalized characteristic functions for the parameteriza-
tion (3), we obtain the following closed form expression [7]

29T (2251
n n C 1 72((1
D(as i [dass) =In(2) = -+ ——m (9)

a1 o1
C1017q

D(pay 6, |IPasz,p2) = lo

(8)

Qa2

where (a;,7;) are the parameters of the characteristic func-
tion ¢;(w) and ¢; is its normalizing factor. The normalized
characteristic function is defined as
2F(i)
«

dg(w):@, with ¢= v

The implementation of a K-level DWT on each mu-
sic signal, results in its representation by K + 1 subbands,
(D1,Ds,..., Dk, Ak), where D;, A; denote the i'" level
detail and approximation subband coefficients, respectively.
Assuming that the wavelet coefficients belonging to differ-
ent subbands are independent, (7) yields the following ex-
pression for the overall normalized distance between two
music signals S1, Sa

K41
1
D(51]|S2) = il > D(psy, mllpsa, m)- (10)
m=1

4. EXPERIMENTAL RESULTS

In this section, we present results for three different exper-
iments. For all experiments, we used a part of the ISMIR
2004 dataset for the contest of genre classification . Our
training dataset contained the following numbers of songs
per category: 119 classical, 53 electronic, 26 jazz-blues, 30
metal-punk, 63 rock-pop, and 71 world songs. For obtain-
ing the classification results, we used the database query
set, which is a different set of songs containing 101 clas-
sical, 58 electronic, 26 jazz-blues, 41 metal-punk, 45 rock-
pop, and 53 world songs. We converted the .mp3 format
dataset songs in mono audio .wav format, using a sampling
frequency of 44.1 kHz. Even though we used only a few
seconds of each song, the size of the training and testing
datasets was quite large and it guaranteed that enough co-
efficients were available at each subband for accurate esti-
mation of the GGD and Sa.S parameters needed.

4.1. Model Accuracy

We conducted some initial experiments for testing the sta-
tistical modeling, by employing the amplitude probability

Thttp://ismir2004.ismir.net/genre_contest /index.htm
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Fig. 1. Example Amplitude Probability Density curves of
the approximation subband at the third level of decompo-

sition of a classical music signal. The GGD model can be
seen to best follow the empirical APD for this data.

density (APD) curves (P(|X| > z)). APD curves give a
good indication of whether the proposed model (GGD or
SaS) matches the actual density of the data. An example
for a part of our dataset is given in Fig. 1, where we compare
the empirical APD (dashed line) against the APD curves
obtained for the GGD (dotted line), Sa.S (solid line), and
the Gaussian (dashed-dotted line) models. The results in
the figure correspond to the approximation subband of the
3-level wavelet decomposition of the classical music training
dataset we used (extracted from the database as explained
in Section 4.2). Clearly, the GGD follows more closely the
empirical APD than the decaying Gaussian density. We
also observe that the Sa.S curve is closer to the empirical
APD than the decaying Gaussian density, but it assumes a
heavier-tailed behavior than the one followed by the actual
data. This trend was observed in the majority of the music
data we used in our experiments. Thus, we can expect that
the GGD model will give better results than the Sa.S when
applied directly to the wavelet coefficients.

4.2. Experiment 1 - Wavelets and GGD modeling

For each song in the database, we (manually) derived a
small excerpt (few seconds) corresponding to a characteris-
tic part of the song (e.g. a part of the song that is repeated
most often). Then, we concatenated all these small seg-
ments in order to create a “hyper song” (one “hyper song”
per genre). This procedure was necessary for reducing the
dataset size. We resampled each "hyper song” at 1/4 times
the original sampling rate. Subsequently, we performed
a 3-level wavelet decomposition, in which a biorthogonal
(bior4.4) wavelet was used as the “mother wavelet”. The
(a, B) GGD parameters of the wavelet subband coefficients
for each “hyper song” were estimated. The result of this
training procedure was a 8 x 1 vector of coefficients per genre.

In the case of a query song, we followed the same proce-
dure as above. A 8x1 vector containing the estimated GGD
parameters of the subbands was derived for each query song.
In order to classify the query song to one of the musical gen-
res, we computed the KLD for GGDs (8) using the param-
eters obtained during the training and testing procedures.
We computed the KLLD between the two estimated GGDs
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of the 1°* subband, of the 2"¢ subband, and so forth, for
each genre. This procedure resulted in four distances, and
we computed the mean of these numbers, as justified by
(10). Finally, we calculated the six distances for the six dif-
ferent musical genres in our database, for each query song.
The query song was then classified to the musical genre
corresponding to the minimal distance.

4.3. Experiment 2 - Wavelets and SaS modeling

We followed the same procedure as in Experiment 1. Specif-
ically, we used the same “hyper song” for each genre as in
Experiment 1, resampled at 1/4 times the original sam-
pling rate. Then, we estimated the SaS parameters of the
wavelet subbands. The classification was performed using
the derived KLD for SaS densities, shown in (9).

4.4. Experiment 3 - MFCCs and GGD modeling

In this experiment we resampled each “hyper song” at 1/2
times the original sampling rate (since MFCCs result in a
dataset of smaller size). We calculated the MFCCs of each
“hyper song” by using a 15-msec window with 50% over-
lapping. The order of the MFCCs was 19 (we discarded
the first coefficient). Thus, for each row of the matrices,
we estimated the GGD parameters (o, 3). In this manner,
we obtained a 19x2 matrix of parameters for each genre.
In order to classify a query song to a genre, we computed
the KLD for the GGD models for each row, i.e., for each
MFCC coefficient separately, assuming independence. This
procedure resulted in 19 distance results, which were aver-
aged as in (10) to provide the distance between the query
song and each of the musical genres.

4.5. Performance Evaluation
We used the following criterion in order to evaluate the
musical genre classification rate

# correctly classified query songs

Criterion =
7 query songs from a genre

(11)

We evaluated this expression for all the genres of the test-
ing dataset. The results in Fig. 2 are the means of this
expression for each genre. The total percentage of correct
classification for Experiment 1 is 45%, for Experiment 2 is
22%, and for Experiment 3 is 24%. It is apparent that over-
all, the KLLD classifier based on the wavelet decomposition
and the GGD statistical model gave the best results. On
the other hand, the GGD-modeled MFCCs gave low accu-
racy in many categories. We can conclude that the results
obtained with the GGD model of the wavelet coefficients
are encouraging. It is important to note that the GGD fea-
tures proposed here can be used jointly with other features,
such as the ones proposed in [1]. Our objective here was
to introduce a new feature set that compactly models the
properties of the raw signal space.

5. CONCLUSIONS

In this paper, we presented a statistical methodology for
automatic musical genre classification. Our approach was
based on modeling the wavelet coefficients of the music sig-
nals by means of heavy-tailed non-Gaussian densities, be it
GGD or SaS. The GGD-based method was shown to per-
form well in most cases. Our objective was to introduce a
compact set of parameters, which capture signal properties
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Fig. 2. Classification rates for each individual genre.

of the raw audio signals and can be used jointly with other
features for improved classification results. Our future di-
rections include identifying those additional features that
can result in improved classification accuracy.
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