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ABSTRACT

Sinusoidal coding is an essential tool in low-rate audio coding, and
developing an efficient quantization scheme for the sinusoidal pa-
rameters is therefore crucial. In this work we derive optimal entropy
constrained amplitude, phase and frequency quantizers for sinusoids
whose frequencies are harmonically related, with respect to the �2
distortion measure. This scheme exploits the harmonic structure of
many speech and audio signals in the sense that besides amplitudes
and phases, only fundamental frequencies need to be quantized, re-
sulting in a significant decrease in the number of bits assigned to
frequency parameters. The asymptotically optimal quantizers min-
imize a high-resolution approximation of the expected �2 distortion
while the corresponding quantization indices satisfy an entropy con-
straint. The quantizers turn out to be flexible and of low complexity,
in the sense that they can be determined easily for varying bit rate
requirements, without any sort of retraining or iterative procedures.
In an objective rate-distortion comparison, the proposed scheme is
shown to outperform two variants of a recently proposed scheme,
in which all frequency parameters are quantized separately, either
directly or differentially.

1. INTRODUCTION

Parametric coding is an often employed and efficient technique for
representing audio signals at low bit rates [1, 2]. A typical proce-
dure in parametric coding is to decompose an audio signal into three
components: a sinusoidal component, a noise component and a tran-
sient component, each of which are coded by different subcoders.
In most low-rate audio coders the main part of the bit budget will
be assigned to the sinusoidal component [2], represented by ampli-
tude, phase and frequency parameters. Typically, the total available
bit rate is distributed over the different subcoders by a rate-distortion
control algorithm, giving the bit budget available for encoding sinu-
soids a priori. Therefore we aim at developing simple and flexible
quantizers which can adapt to changing bit rate requirements without
any sort of retraining or iterative procedures. In this work, we focus
on deriving such efficient quantizers for the sinusoidal parameters.

It is well-known that voiced speech signals [3] and many musical
instruments [4] are approximately harmonically structured, i.e. they
consist of sinusoidal components which are roughly located at inte-
ger multiples of a certain fundamental frequency. These sinusoidal
components are also called harmonics or partials. Typically, speech
is composed of one layer of harmonics, while in general audio may
consist of several layers of harmonics, each layer having a different
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fundamental frequency depending on the underlying instrument. A
speech or audio signal x is then modelled by

x(n) ≈
K�

k

Lk�

l

ak,l cos
�
lν0

kn + φk,l

�
, (1)

where K is the number of harmonic layers in the signal and Lk the
number of harmonics in layer k. Furthermore, ak,l, φk,l and ν0

k de-
note the amplitude, phase and fundamental frequency corresponding
to harmonic {k, l}, respectively. Note that a model in which a sig-
nal is approximated by a sum of sinusoids whose frequencies are
not necessarily harmonically related is included in (1), by choosing
Lk = 1 for all layers, i.e. every component defines one layer. Sev-
eral methods are developed for fundamental frequency estimation,
e.g. [5, 6, 7]. Since we focus on quantization of the sinusoidal pa-
rameters in this work, it is assumed that the estimation of harmonics
from the signal is already carried out by one of the existing algo-
rithms. Hence the fundamental frequency and the number of har-
monics in each layer, the amplitudes and phases for each harmonic,
and the number of layers is assumed known.

The quantization scheme proposed in this work is called en-
tropy constrained unrestricted1 spherical quantization for harmon-
ics (ECUSQh), and is a generalization of ECUSQ [10]. While the
ECUSQ scheme quantizes all frequency parameters individually, the
proposed ECUSQh scheme only quantizes the fundamental frequen-
cies; all the other quantized frequencies are then located at integer
multiples of the quantized fundamental frequency. In this work we
follow the procedure of [9, 10], and derive the optimal quantizers
under high-resolution assumptions, i.e. a large number of quantiza-
tion cells, which implies that the probability density functions of the
input variables can assumed to be constant in each quantization cell.

In this work we derive scalar ECUSQh quantizers, using the �2
error distortion measure. More specifically, under high-resolution
assumptions, optimal amplitude, phase and fundamental frequency
quantizers are derived which minimize the expected distortion, while
satisfying an entropy constraint. This is done for multiple layers
of harmonically related sinusoids. Furthermore, the distribution of
the target entropy between the three parameter types is determined.
Since besides amplitudes and phases, only fundamental frequencies
are quantized in ECUSQh, the number of bits assigned to frequency
is expected to be smaller than in ECUSQ. To see how this affects
distortions, the rate distortion performances of the proposed scheme
and two variants of the ECUSQ schemes are compared, using syn-
thesized input data with imposed harmonic structure.

1The term unrestricted was introduced in [8] and refers to the fact that the
sinusoidal parameters are quantized dependently.
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2. ENTROPY CONSTRAINED UNRESTRICTED
SPHERICAL QUANTIZATION OF HARMONIC SINUSOIDS

2.1. High-resolution expression for the expected distortion

In this section we derive a high-resolution approximation for the to-
tal expected �2 distortion. We assume the input signal consists of
one segment with length N and is of the form (1). The generaliza-
tion of the results in this work to multiple segments is straightfor-
ward. Since real sinusoids as in (1) can be expressed as a sum of
complex exponentials, we consider quantization of complex expo-
nentials. The quantization error signal for harmonic {k, l} is then

given by εk,l(n) = ak,le
j(lν0

kn+φk,l)− ãk,le
j(lν̃0

kn+φ̃k,l). Let w de-
note an analysis window sequence, and let εw

k,l denote the windowed
error signal. The �2 error of εw

k,l can be evaluated to

‖εw
k,l‖2

2 = ‖w‖2(a2
k,l + ã2

k,l) − 2ak,lãk,l

×
�

n

w(n)2 cos
�
l(ν0

k − ν̃0
k)n + φk,l − φ̃k,l

�
.

(2)

We assume that fundamental frequencies are sufficiently large such
that the spectral overlap of harmonics within one layer is negligible.
Furthermore, we assume that harmonics in different layers are statis-
tically independent. In this case, it is valid to approximate the total
expected distortion D by

D ≈
K�

k=1

Lk�
l=1

E
�‖εw

k,l‖2
2

�
, (3)

where

E
�‖εw

k,l‖2
2

�
=

���
f
�k,Φk,Υ0

k
(�k,�k, ν0

k)‖εw
k,l‖2

2dν0
kd�kd�k.

(4)
Here f

�k,Φk,F0
k

is the joint (2Lk +1)-dimensional probability den-
sity function of all random variables in layer k, consisting of ampli-
tudes �k ∈ �

Lk , phases Φk ∈ �
Lk and fundamental frequency

Υ0
k ∈ �. We see that although E

�‖εw
k,l‖2

2

�
defines the expected

distortion for a single harmonic, the integration is performed over all
variables within the corresponding layer, it will become clear later
why this is necessary. As in [10], the integral in (4) can be evalu-
ated by summing over all possible quantization cells, and using the
fact that the probability density function can be considered constant
in each cell, due to high-resolution assumptions. Substituting (2) in
(4) and using Taylor expansions, we then obtain the following high-
resolution approximation

E
�‖εw

k,l‖2
2

� ≈ ‖w‖2

12

���
f
�k,Φk,Υ0

k
(�k,�k, ν0

k)

×
�
g−2

Ak,l
+ a2

k,l

�
g−2
Φk,l

+ l2σ2g−2

Υ0
k

��
dν0

kd�kd�k,

(5)

where σ2 = 1
‖w‖2

�
n w(n)2n2. In this derivation quantization step

sizes were replaced by so-called quantization point density func-
tions gA, gΦ and gΥ0 [11, 12], which when integrated over a re-
gion S gives the total number of quantization levels within S. In
the case of scalar quantizers, this means that the quantizer step sizes
are just given by the reciprocal values of the point densities, that
is, g = ∆−1. In high-resolution theory, quantizers are described
by these density functions, without exactly specifying the location
of the quantization points. Note that since we consider unrestricted
quantization, the quantization point density functions can depend on
all variables in layer k. This dependence is omitted in (5) for nota-
tional convenience.

2.2. Entropy-constrained minimization of the expected distor-
tion

In this section we determine the quantization point density functions
that solve

min
gAk,l

,gΦk,l
,gΥ0

k

D subject to H ≤ Ht, (6)

where Ht is the total target entropy, and H =
�K

k=1 H(�̃k, Φ̃k, Υ̃0
k)

is the total entropy of quantization indices, where we assume that en-
tropies are additive over harmonic layers. Here H(�̃k, Φ̃k, Υ̃0

k) is
the joint entropy of all amplitude, phase and fundamental frequency
indices in layer k, where �̃k, Φ̃k and Υ̃0

k denote their correspond-
ing alphabets, respectively. Using high resolution assumptions, we
approximate

H(�̃k, Φ̃k, Υ̃0
k) ≈ h(�k,Φk, Υ0

k)

+

Lk�
l=1

���
f
�k,Φk,Υ0

k
log2(gAk,l)dν0

kd�kd�k

+

Lk�
l=1

���
f
�k,Φk,Υ0

k
log2(gΦk,l)dν0

kd�kd�k

+

���
f
�k,Φk,Υ0

k
log2(gΥ0

k
)dν0

kd�kd�k,

where h(�k,Φk, Υ0
k) is the joint differential entropy of amplitude,

phase and fundamental frequency parameters corresponding to layer
k. The constrained minimization problem in (6) is solved using the
method of Lagrange multipliers. We compute a Lagrangian cost
function J = D + λH , where λ is the Lagrangian multiplier. Mini-
mizing this cost function by evaluating the Euler-Lagrange equations
for all three quantization point densities, yield analytical expressions
for the optimal high-resolution ECUSQh quantizers:

gAk,l = 2−ξ−1(
�K

m=1
�Lm

n=1 b(Am,n)+ 1
2
�K

m=1 b̄(�m)+K log2(σ))

× 2ξ−1(Ht−
�K

m=1 h(�m,Φm,Υ0
m)), (7)

gΦk,l = ak,lgAk,l , (8)

gΥ0
k

= σ
��Lk

l=1
l2a2

k,l

� 1
2

gAk,l , (9)

where ξ = 2
�K

k=1 Lk + K is the number of sinusoidal parameters
in the signal model (1). Furthermore b(Ak,l) = E (log2(Ak,l)) and

b̄(�k) = E
�
log2

��Lk
l=1 l2A2

k,l

��
are introduced for notational

convenience. Note that the optimal amplitude quantizer is uniform
and is the same for all amplitudes, i.e. gAk,l � gA. Furthermore,
phase quantization depends linearly on the corresponding amplitude,
as is the case in the ordinary ECUSQ scheme for the �2 measure
[10]. However, fundamental frequency quantization depends non-
linearly on all amplitudes in the corresponding layer. Note from (9)
that to compensate for the linearly growing frequency quantization
errors as we increase l, the amplitudes corresponding to higher l
are given more weight in determining the optimal fundamental fre-
quency quantizer. Secondly, since the fundamental frequency quan-
tizer depends on all amplitudes in the concerning layer, it is neces-
sary to compute the expectation in (4) by integrating over all vari-
ables within the layer; the phase variables are integrated out. The
high-resolution distortion-rate relation for ECUSQh is now obtained
by substituting (7), (8) and (9) in (5) and (3), giving

DECUSQh =
ξ‖w‖2

12
g−2

A , ξ = 2
�Lk

l=1
Lk + K. (10)
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Fig. 1. Theoretical versus practical distortion-rate performance for
N = 1024.

We can decompose the total distortion DECUSQh into contributions
from individual parameter quantization errors as follows. From (3)
we observe that DECUSQh is a sum of expected quantization errors
E
�‖εw

k,l‖2
2

�
, related to individual complex exponentials. Further-

more, note that in (5) these individual quantization errors are eval-
uated by integrating over three terms, which correspond to the con-
tribution of the amplitude, phase and frequency parameters, respec-
tively, to these expected errors. Consequently, substituting the opti-
mal point density functions in (5), and summing over all Lk harmon-
ics in a layer k, we obtain an expression of the form CA+CΦ+CΥ0 ,
in which C denotes the contribution of each parameter to the ex-
pected distortion in layer k. It is now easy to verify that for the op-

timal quantizers CA = CΦ = Lk
‖w‖2

12
g−2

A and CΥ0 = ‖w‖2

12
g−2

A ,
i.e. in fact each individual amplitude, phase and fundamental fre-

quency parameter gives exactly the same contribution ‖w‖2

12
g−2

A to
the expected distortion in one layer, and hence to the total expected
distortion (10).

2.3. Simulation example

In this section we compare the theoretical high-resolution distortion-
rate relation derived in (10) to a practically obtained distortion-rate
curve which is constructed by synthesizing a harmonically structured
input signal according to (1), quantizing the corresponding parame-
ters with the derived optimal ECUSQh quantizers for different tar-
get entropies Ht, and measuring the resulting �2 distortion and en-
tropy of quantization indices. The signal is synthesized by generat-
ing amplitudes, phases and fundamental frequencies from the same
distribution for every parameter, i.e. Ak,l = A, Φk,l = Φ and
Υ0

k = Υ0, where A is Rayleigh distributed (σA = 1000), Φ and Υ0

are uniformly distributed on intervals [0, 2π] and [ π
400

, π
45

] respec-
tively. These three random variables are assumed independent. The
chosen distributions are close to the ones measured in experiments
with real audio data. The fundamental frequency interval approx-
imately corresponds to the range 50-500 Hz which includes most
speech and many musical instruments. We consider scalar coding
of all quantization indices, so the joint differential entropy in the
optimal quantizer formulas is replaced by the sum of all marginal
differential entropies in the corresponding layer. Furthermore, the
signal consists of 100 segments, having one layer each, where the
number of harmonics in each layer is randomly chosen between 5

and 40. The frame length is set at N = 1024 and the analysis win-
dow w was a Hanning window. Note that an input signal consisting
of 50 segments with equal frame lengths and two layers per segment
or any other distribution of the 100 layers would produce the same
results. Figure 1 shows the results, where the rate is averaged over
all harmonics. Clearly, the two curves converge, which verifies that
(10) is indeed a valid high-resolution approximation.

3. COMPARISON TO ECUSQ

In the direct ECUSQ scheme, as introduced in [10], optimal quan-
tizers are derived for every individual frequency parameter, i.e. ev-
ery frequency value, as well as every amplitude and phase value,
is quantized and encoded separately. This scheme can be consid-
ered as a special case of the ECUSQh scheme, if all layers consist
of one harmonic. In differential ECUSQ the differences between
consecutive frequencies are quantized and encoded separately, while
amplitude and phase parameters are still treated directly, i.e. with-
out using differential techniques. In [13] it is shown that differential
ECUSQ yields better rate-distortion performance as compared to di-
rect ECUSQ. In this section we will compare the proposed scheme
with both versions of the ECUSQ-scheme in terms of rate-distortion
performance, and the distribution of entropy between the three pa-
rameters. All results in this section are derived using the same set-
tings as in the simulation example in the previous section.

The distribution of entropy between amplitude, phase and fre-
quency in the optimal ECUSQh scheme for these settings can be
found by applying the entropy chain rule for every harmonic layer

H(�̃k, Φ̃k, Υ̃0
k) = H(�̃k) + H(Φ̃k|�̃k) + H(Υ̃0

k|�̃k, Φ̃k).

Using high-resolution assumptions, we obtain:

H(�̃k) ≈ Lk (h(A) + log2(gA)) ,

H(Φ̃k|�̃k) ≈ Lk (h(Φ) + b(A) + log2(gA)) ,

H(Υ̃0
k|�̃k, Φ̃k) ≈ h(Υ0) + b(A) + log2

��Lk

l=1
l2
�

+ log2(σ) + log2(gA).

In [10] these entropies were derived in a similar way for the direct
ECUSQ scheme. The entropy expressions in the differential case are
exactly the same as in the direct case, however, for a harmonically
structured input signal the differential entropy for frequency parame-
ters in layer k is given by

�Lk
l=1 h(lΥ0) = Lkh(Υ0)+

�Lk
l=1 log2(l)

for direct ECUSQ, and is given by Lkh(Υ0) for differential ECUSQ,
resulting in different discrete entropies for both schemes. Summing
over all layers, we then obtain the bit distribution in the entire signal,
which is plotted in Figure 2 per parameter for all three schemes, as
a function of the target entropy Ht. Given a value of Ht, the num-
ber of bits assigned to amplitude in a certain scheme can be looked
up in the top plot. The middle and bottom plot give the number of
bits assigned to phase and frequency, respectively. The range of Ht

in the plots corresponds to 10 to 30 bits per harmonic. Clearly, the
number of bits assigned to frequency parameters is much higher for
both ECUSQ schemes, which is to be expected since in both ver-
sions of the ECUSQ scheme, each frequency parameter is encoded
separately, while in ECUSQh only fundamental frequency parame-
ters are encoded. Consequently, in ECUSQh more bits are left for
amplitude and phase parameters, as can be seen in the upper two
plots. Furthermore, the differential ECUSQ scheme assigns less bits
to frequency than its direct form, which is due to the fact that differ-
ential entropy of frequency parameters is smaller in the differential
case.
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Fig. 2. Distribution of entropy between amplitude, phase and fre-
quency for three schemes.

In Figure 3 the high-resolution rate-distortion relations for all
three schemes are plotted, as derived in (10) for ECUSQh and in
[10] for direct ECUSQ. The rate-distortion relation for differential
ECUSQ is equal to the direct relation, but as mentioned earlier, the
differential entropies of frequency parameters differ for the ECUSQ
schemes, resulting in different distortions for the same target en-
tropy. The range for the target entropy Ht is the same as in Figure
2. It is clear that ECUSQh significantly outperforms both ECUSQ
schemes. The following observation can be made here. It is easy to
verify that the distortion-rate relation for all three schemes is of the
form

D = C2−2ξ−1Ht . (11)

For fixed input data C is a constant, which is different for each
scheme and depends on source distributions A, Φ, and Υ0, the win-
dow w, and the number of layers K and harmonics Lk. For the
given input settings, C is smallest for the ECUSQh scheme. Fur-
thermore ξ is the total number of sinusoidal parameters needed for
representing the signal in a given scheme. As we noted before, ξ
in the ECUSQh scheme is smaller than in the other two schemes.
From (11), we then conclude that the slope of the distortion-rate
curve for ECUSQh is more steep, as is clear from Figure 3. It might
be possible to find input settings, such that C would be lower for
the two ECUSQ schemes. However, taking the target entropy Ht

sufficiently large, the proposed scheme would still outperform both
ECUSQ schemes.
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