
JOINTLY OPTIMAL PRECODING/POSTCODING FOR COLORED MIMO SYSTEMS

Duong H. Pham1, Hoang D. Tuan1, Ba-Ngu Vo2, and Truong Q. Nguyen3

1School of Electrical Engineering and Telecommunications, The University of New South Wales, Sydney, NSW 2052, Australia
2Department of Electrical and Electronic Engineering, The University of Melbourne, Melbourne, VIC 3052, Australia

3Department of Electrical and Computer Engineering, UCSD, San Diego, CA 92093-0407, USA

ABSTRACT

The problem of designing a jointly optimal linear precoder and de-
coder for a multiple-input multiple-output (MIMO) channel has re-
ceived much interest recently. However, most existing works only
deal with white input signal. When the input signal is colored, pre-
whitening and its inverse operation are often applied prior to precod-
ing and after decoding, respectively. Consequently, the precoder and
decoder are no longer optimal with respect to the original colored
signal. In this paper, we propose a closed-form solution for optimal
linear precoder and decoder for colored input signal. Our approach
is based on minimizing the symbol mean squared error under an av-
erage output power constraint, and is applicable to both MIMO flat
fading and frequency selective fading channels. Simulations show
the advantage of our solution over prewhitening-based method.

1. INTRODUCTION

Transmission with multiple transmit and receive antennas is a promis-
ing method for providing high data rate while not consuming extra
valuable transmission bandwidth [1]. To achieve the maximum in-
formation rate, appropriate coding, precoding and modulation tech-
niques are required depending on the availability of channel state
information. When channel state information is not available at the
transmitter, appropriately mapping input symbols in space and time
can improve diversity gains, and hence transmission rate [2]. On
the other hand, when channel state information is available at both
the transmitter and receiver, appropriately allocating power and bits
over multiple antennas according to the channel state can improve
the system information rate [3, 4]. This allocation process involves
designing optimal linear precoder at the transmitter and optimal de-
coder at the receiver based on channel state information.

The problem of designing jointly optimal linear precoder and de-
coder has been intensively investigated [3, 5, 4, 6, 7]. However, most
solutions are proposed for the special case of white input symbols,
which are not applicable in many practical cases where the input
symbols are encoded for transmission [8]. Although it is possible, as
mentioned in [4, 3], to apply a prewhitening operation prior to pre-
coding at the transmitter and use the corresponding inverse operation
at the receiver, optimality is no longer guaranteed. This is because
the precoder and decoder design is based on the prewhitened signal,
rather than on the actual input signal. To the author’s best knowl-
edge, the only the work that considered optimal precoder and coder
for colored input signal is [6]. However, this approach requires a
special assumption on the channel matrix, which can restrict its ap-
plicability in practice.

In this paper, we derive a jointly optimal linear precoder and
decoder for the more general case of colored inputs and arbitrary
channel matrix, subject to average output power constraints. Unlike

previous approaches to joint precoder and decoder design, (includ-
ing those for white inputs), which required intricate matrix calculus
and analysis [3, 4], our approach is based on elementary linear ma-
trix inequality (LMI) arguments and appropriate matrix partitioning
that yield a direct solution. LMI is a very powerful tool for most
numerical solutions of modern control problems (see e.g. [9, 10]
and reference therein). By viewing the joint precoder and decoder
design problem for MIMO system as a linear closed-loop control
problem, LMI based analysis then allows a closed-form solution to
be obtained. We consider both MIMO flat fading and frequency se-
lective fading channels. The proposed design is compared with the
case of prewhitening scheme via simulations.

The paper is organized as follows. Section 2 describes the com-
munication model. Section 3 presents the joint design of optimal
precoder and decoder. The viability of our results is verified via sim-
ulations in Section 4. Concluding remarks are given in Section 5.

Notation: The superscript T denotes the transposition, the su-
perscript H the Hermitian, IN the N × N identity matrix, 0N×M

the N × M zero matrix. I and 0 denote the identity and zero ma-
trices when their sizes are clear from the context. The ‖.‖ denotes
the Frobenius norm, E{.} the expectation, 〈.〉 the trace of a matrix,
j =

√−1. The notation A > 0 (A ≥ 0, resp.) means that A

is a Hermitian positive definite (positive semidefinite, resp.) matrix.
Analogously, A < 0 (A ≤ 0, resp.) means that the matrix A is neg-
ative definite (negative semidefinite, resp.). For symmetric matrices
A and B, A < B (A ≤ B, resp.) are equivalent to A − B < 0
(A − B ≤ 0, resp.). Note that A ≥ B > 0 (A > B > 0, resp.) if
and only if 0 < A−1 ≤ B−1 (0 < A−1 < B−1, resp.) and both
of these imply 〈A − B〉 ≥ 0 (〈A − B〉 > 0, resp.). We denote by
Mn the set of all unitary matrices of dimension n × n.

2. BACKGROUND

The following subsections describe the MIMO flat fading and fre-
quency selective fading channel models and the formulation of the
joint precoder decoder design problem.

Flat Fading Channel: In a communication system operating
over a Nt input and Nr output flat fading channel, the input sequence
of (possibly) encoded symbols is broken into blocks of fixed length
L. Each block is then precoded before being sent over the channel.
The received block y ∈ C

Nr corresponding to the input block s ∈
C

L can be modeled as

y = HFs + n (1)

where F ∈ C
Nt×L is the precoding matrix, H ∈ C

Nr×Nt the chan-
nel matrix, and n ∈ C

Nr denotes additive noise.
Frequency Selective Fading Channel: Now, suppose that our

communication system is operating over a Nt input and Nr out-
put frequency selective fading channel with maximum channel order
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ν. Similar to the flat fading case, the input sequence of (possibly)
encoded symbols is broken into blocks of fixed length L. Differ-
ent from the flat fading case, each block is precoded by multipli-
cation with the precoder matrix F ∈ C

P×L, with L ≥ Nt, namely
x = Fs. To prevent inter-block interference, the precoded block x is
broken into Nt equal size sub-blocks, xi ∈ C

P/Nt , i = 1, . . . , Nt.
Finally, the ith sub-block is appended with ν zeros and transmitted
via the ith antenna. Let yj ∈ C

P/Nt+ν denote the received block
at the jth antenna j = 1, . . . , Nr . Then y = [yT

1 , . . . ,yT
Nr

]T ∈
C

Nr(P/Nt+ν) is related to the input block s by

y =

�
��

H11, . . . ,HNt1

...
...

H1Nr , . . . ,HNtNr

�
�� Fs + n (2)

where Hij ∈ C
(P/Nt+ν)×(P/Nt), i = 1, . . . , Nt, j = 1 . . . , Nr

is the channel matrix of the transmission link between the ith trans-
mit antenna and the jth receive antenna, which is a Toeplitz ma-
trix constructed from the channel vector hij ∈ C

ν+1 such that
[hT

ij , 0 . . . , 0]T is the first column and [hij(1), 0 . . . , 0] the first row.
Since the system model (2) has the same form as (1), the de-

sign solutions for (1) will be applicable to (2). In fact (1) covers a
wide class of MIMO channel models, including multicarrier chan-
nel, multi-antenna wireless channel, wireline DSL channel, CDMA
channel [3]. Therefore, in the subsequent sections, we will con-
sider (1) without loss of generality.

2.1. Assumptions

The following standard assumptions are made throughout:
(A1) The signal is zero-mean, correlated with E{ssH} = RL > 0.
(A2) The noise is zero-mean, correlated with E{nnH} = Rn > 0.
(A3) The input signal and noise are independent, i.e. E{nsH} = 0.
(A4) L ≤ min{Nt, Nr}, so Nt −L is the transmission redundancy
(note that it is not assumed that L ≤ rank(H) as in [3, 5, 4, 6, 7]).
(A5) The average output power PT is fixed, i.e. 〈FRLFH〉 ≤ PT .
(A4) Channel state is known at both the transmitter and receiver.

2.2. Problem formulation

Given the received block y, the problem is to estimate the input
block s that was sent over the channel. More concisely, let G ∈
C

L×Nr denote the decoder. Then the problem is to design F and G

such that the estimation:

ŝ = Gy = GHFs + Gn (3)

is optimal in some sense. It follows from (1) and (3) that the prob-
lem of minimizing the mean squared error E{||ŝ − s||2} under the
average power constraint (A5) can be posed as

min
G,F,〈FRLFH〉≤PT

〈[GHF − IL]RL[GHF − IL]H + GRnG
H〉.
(4)

The works in [7, 5, 3] consider (4) for the special case of white
input, i.e. RL = σIL. When the input is colored as considered in
this paper, it was suggested in [7, 3] that pre-whitening is applied
prior precoding. Let spw denote the pre-whitened signal then

spw = R
−1/2
L s ⇒ E{spws

T
pw} = I.

Let

f = 〈[GHF − IL]RL[GHF − IL]H + GRnG
H〉

= 〈[GHFpw − IL][GHFpw − IL]H + GRnG
H〉

where Fpw = FR
1/2
L . In essence, the problem (4) is replaced by

the following problem

min
G,Fpw,〈FpwFH

pw〉≤PT

f. (5)

Let (Fpw,Gpw) be the optimal precoder-decoder pair for the whiten-
ing optimization problem (5). The suggested prewhitening approach
is to take (FpwR

−1/2
L ,R

1/2
L Gpw) as the solution for the optimiza-

tion problem (4). This solution is clearly not optimal.
Regarding rank requirement of the channel matrix, only the spe-

cial case L = rank{H} of the optimization problem (4) was consid-
ered in [6]. Moreover, for simpler cases of white input, only solu-
tions for L ≤ rank{H} were proposed [3, 5, 7].

3. JOINTLY OPTIMAL PRECODER AND DECODER

We now present a novel approach for solving problem (4) in its full
generality. In Subsection 3.1, the non-convex problem (4) is first
converted into an equivalent convex optimization problem in the
precoder variable. A closed-form solution to the equivalent convex
problem is then derived in Subsection 3.2.

3.1. Equivalent convex problem

For notational convenience, we write (4) in a more compact form by
using the variable changes G ← GR

−1/2
n and H ← R

1/2
n H

min
G,F,〈FRLFH〉≤PT

〈[GHF−IL]RL[GHF−IL]H +GG
H〉. (6)

This problem appears to be highly non-convex, however, it can be
converted into an equivalent convex problem as follows. Let F be
fixed, the optimal solution G(F) to (6) is given by

G(F) = RLF
H
H

H [HFRLF
H
H

H + INr ]−1. (7)

Substituting this optimal solution for each fixed F into the objective
of (6) the problem (6) reduces to

min
〈FRLFH〉≤PT

〈[R−1
L + F

H
H

H
HF]−1〉. (8)

3.2. Closed-form solution

Our solution to (8) is based on the following observation, whose
proof is omitted due to space limitation.

Proposition 1 Suppose that Σ and Ψ are given n×n diagonal ma-
trices with {Σ(i, i)}i=1,2,...,n arranged in decreasing order. Then

max
X∈Mn

〈ΣXΨX
H〉 =

n�
i=1

Σ(i, i)Ψ(τ(i), τ(i)) (9)

is attained at X = Vmax with Vmax such that

Ψ = V
H
maxdiag[Ψ(τ(i), τ(i))]i=1,2,..,nVmax

where τ : {1, 2, .., n} → {1, 2, .., n} is a permutation that arranges
the sequence {Ψ(i, i)}i=1,2,...,n in a decreasing order

{Ψ(τ(i), τ(i))}i=1,2,...,n.

Analogously,

min
X∈Mn

〈ΣXΨX
H〉 =

n�
i=1

Σ(i, i)Ψ(τ̄(i), τ̄(i)) (10)

IV  746



is attained at X = Vmin with Vmin such that

Ψ = V
H
mindiag[Ψ(τ̄(i), τ̄(i))]i=1,2,..,nVmin

where τ̄ : {1, 2, .., n} → {1, 2, .., n} is a permutation that arranges
the sequence {Ψ(i, i)}i=1,2,...,n in increasing order

{Ψ(τ̄(i), τ̄(i))}i=1,2,...,n.

To solve (8), we first consider the singular value decompositions
(SVD) of RL and HHH, which result in

RL = U
H
L ΣLUL and H

H
H = U

H
HΣUH (11)

respectively, where UL ∈ ML, UH ∈ MNt , and ΣL > 0,
Σ = diag � Σ2

H 0 � , ΣH > 0 are diagonal matrices having diago-
nal elements in decreasing order. The dimensions of ΣL and ΣH are

L×L and H×H . Let FHL ∈ C
H×L be such that UHF = � FHL

∗ � .

Then, it follows that FHHHHF = FH
HLΣ2

HFHL, and thus

〈FRLF
H〉 = 〈UHFRLF

H
U

H
H〉 = (12)

〈 � FHL

∗ � RL � FH
HL ∗ � 〉 ≤ 〈FHLRLF

H
HL〉. (13)

Therefore, without loss of generality we can assume that

UHF = � FHL

0(Nt−H)×L � , i.e.F = U
H
H � FHL

0(Nt−H)×L � . (14)

Thus (8) can be rewritten as

min
〈FHLUH

L
ΣLULFHL〉≤PT

〈[UH
L Σ

−1
L UL + F

H
HLΣ

2
HFHL]−1〉.

(15)
We consider the case H ≥ L first. It follows from [11, Th.7.4.5, p.
414] that the following SVD can be performed:

ΣHFHLU
H
L Σ

1/2
L = U � √

Dx

0(H−L)×L � V (16)

where U ∈ MH ,V ∈ ML, and Dx is a L × L diagonal matrix
with Dx(i, i) = xii ≥ 0. Then

ULFH
HLΣ2

HFHLUH
L = Σ

−1/2
L VHDxVΣ

−1/2
L ,

FHLUH
L ΣLULFHL = Σ−1

H U diag[Dx 0H−L]UHΣ−1
H

and the problem (15) now becomes

min
Dx≥0,U∈MH ,V∈MH , θ(Dx,U)≤PT

〈ΣLV
H [IL + Dx]−1

V〉 (17)

where θ(Dx,U) = 〈diag[Dx 0H−L]UHΣ−2
H U〉.

By Proposition 1 we have

min
V∈ML

〈ΣLV
H [IL + Dx]−1

V〉 =
L�

i=1

Σ(i, i)

1 + Dx(x(i), x(i))
(18)

where x(i) is a map from {1, ..., L} to itself making decreasing or-
der for Dx(i, i) (and thus increasing order for 1/(1 + Dx(i, i))). It
can be shown that the constraint θ(Dx,U) in (17) can be written as:

min
U∈MH

θ(Dx,U) =

L�
i=1

Σ−2
H (i, i)Dx(i, i) ≤ PT . (19)

Based on (18) and (19), the problem (17) is reduced to

min
0≤Dx(i+1,i+1)≤Dx(i,i)

gl(Dx) : gh(Dx) ≤ PT (20)

where gl(Dx) :=
L�

i=1

ΣL(i, i)(1 + Dx(i, i))−1 and

gh(Dx) = � L
i=1 Σ−2

H (i, i)Dx(i, i).
It can be seen that the optimal solution of this problem is the same
as that of its relaxed problem: min

Dx(i,i)≥0
gl(Dx) : gh(Dx) ≤ PT

and is obtained through the Karush-Kuhn-Tucker (KKT) condition
of convex programming (see e.g. [12]) as

Dx(i, i) = (µ−1/2γ(i) − 1)+ (21)

where γ(i) = Σ
1/2
L (i, i)ΣH(i, i), (z)+ := max{0, z}, and µ is

chosen such that

PT = gh(Dx) =

L�
i=1

(Σ−2
H (i, i)(µ−1/2γ(i) − 1))+.

It is obvious from the property of Dx(i, i) that x(i) = i and hence
U = IH and V = IL are the optimal solution of (18) and (19).
Then from (16) and (21) the optimal solution FHL is given by

FHL = Σ
−1
H � diag[((µ−1/2γ(i) − 1)+)1/2]i=1,...,L

0(H−L)×L � Σ
−1/2
L UL

= � diag[((µ−1/2

γ(i)
− 1

γ(i)2
)+)1/2]i=1,..,L

0(H−L)×L � UL. (22)

Therefore, the optimal solution of (8) is given by

F = Û
H
H diag[((µ−1/2γ(i)−1 − γ(i)−2)+)1/2]i=1,..,LUL (23)

UH = � ÛH

∗ � , ÛH ∈ C
L×Nt . (24)

We now consider the case L ≥ H . Instead of (16) the following
SVD is performed [11, Th. 7.4.5, p.414]:

ΣHFHLU
H
L Σ

1/2
L = U � √Dx 0H×(L−H) � V (25)

with Dx = diag[Dx(i, i)]i=1,2,...,H ≥ 0, U ∈ MH(R), and V ∈
ML(R). Then, instead of (17), the equivalence of (15) is given by

min
Dx≥0,U∈MH ,V∈MH , η(Dx,V)≤PT

gv(Dx,V) (26)

where gv(Dx,V) = 〈ΣLVH(IL + diag[Dx 0L−H ])−1V〉 and
η(Dx,V) = 〈DxU

HΣ−2
H U〉. The optimal solution is obtained as

FHL = � diag[((µ−1/2

γ(i)
− 1

γ(i)2
)+)1/2]i=1,..,H 0H×(L−H) 	 UL

(27)
instead of (22). Accordingly, the optimal solution of (8) now is

F = Û
H
Hdiag[((

µ−1/2

γ(i)
− 1

γ(i)2
)+)1/2]i=1,..,LÛL (28)

where

UH = � ÛH

∗ � , ÛH ∈ C
H×Nt ,UL = � ÛL

∗ � , ÛL ∈ C
H×L (29)

instead of (23), (24).
The following theorem recaps our main results:

Theorem 1 With SVDs (11), the optimal precoder F of the problem
(6) is given either by the formulas (23), (24) when rank(H) ≥ L or
by (28), (29) otherwise. In both cases, the optimal decoder G of the
problem (6) is defined by the optimal precoder F by (7).
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4. SIMULATIONS AND COMPARISONS

This section presents simulation results to illustrate the performance
of our solution and compares it with that of the pre-whitening scheme
where the signal is whitened before being precoded. Due to lack of
space, only simulations for frequency selective fading channels are
presented. The channel taps are uncorrelated complex Gaussian ran-
dom variables, i.e. Rayleigh fading channel. Each realization of
the channel is assumed known at the transmitter and receiver; and
the linear precoder F and decoder G were optimized for each chan-
nel realization. The signal vectors s used in the simulations were
drawn from the quadrature phase shift keying (QPSK) constellation
{±1 ± j}, correlated with covariance RL. The additive noise vec-
tors n are zero-mean, correlated complex Gaussian random variables
with covariance Rn. The total transmit power across all transmit
antennas was normalized to unity, i.e. 〈FRLFH〉 = 1. The signal
to noise ratio (SNR) is defined as SNR = 〈FRLFH〉/〈Rn〉 =
1/〈Rn〉, which does not include possible gain/attenuation of the
channel realization. In our simulations, the channel matrix H was
normalized so that 〈HHH〉 = 1. Both the normalized least squares
error (NLSE) defined as NLSE = ‖ŝ − s‖2/‖s‖2, and the bit error
rate (BER) were used as the figure of merit for system performance.

A system of Nt = 2 transmit and Nr = 2 receive antennas
was considered. The channel order was ν = 3. Each block of input
signal s ∈ C

10 was precoded as x = Fs ∈ C
14. To avoid interblock

interference, the following transmission scheme was used. Let x1

and x2 denote the ν-zero appended versions of the first half and
the last half of x respectively: x1 = [x(1), . . . , x(7), 0, . . . , 0]T ∈
C

10 and x2 = [x(8), . . . , x(14), 0, . . . , 0]T ∈ C
10. The elements

of x1 were sent to the first antenna and those of x2 to the second
antenna. The NLSCE and the BER in Figures 1 and 2 respectively
demonstrate that our method outperforms the pre-whitening scheme.

5. CONCLUSION

We have presented a solution for designing jointly optimal linear
precoder and decoder for the general case of input signal. The dis-
tinct advantage of our solution is that it is applicable for both cases
of white and colored input signals. The design is based on the min-
imum mean squared error criterion under the average output power
constraint. Simulation results verified the theoretical results.
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Fig. 1. NLSE: our method vs. prewhitening scheme
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Fig. 2. BER: our method vs. prewhitening scheme
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