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ABSTRACT

Multiple access schemes in which the transmitting nodes are allowed
to cooperate have the potential to provide higher quality of service
than conventional schemes. In the class of pairwise cooperative mul-
tiple access schemes in which channel state information is available
at the transmitters, the allocation of transmission power plays a key
role in the realization of these quality of service gains. Unfortu-
nately, the natural formulation of the power allocation problem for
full-duplex cooperative schemes is not convex, but it is shown herein
that this non-convex formulation can be simplified and re-cast in a
convex form. In fact, in most scenarios a closed form expression for
the optimal power allocation for each point on the boundary of an
achievable rate region can be obtained.

1. INTRODUCTION

In conventional multiple access schemes each node attempts to com-
municate its message directly to the master node; e.g., the base sta-
tion in a cellular wireless system. While such schemes can be imple-
mented in a straightforward manner, alternative schemes in which
nodes are allowed to cooperate have the potential to improve the
quality of service that is offered to the transmitting nodes by enlarg-
ing the achievable rate region and by reducing the probability of out-
age; e.g., [1, 2]. The basic principle of cooperative multiple access
is for the nodes to mutually relay (components of) their messages
to the master node, and hence the design of such schemes involves
the development of an appropriate composition of several relay chan-
nels [3, 4]. In particular, communication resources must be allocated
to the direct transmission and cooperation tasks. The realization of
the potential improvement in quality of service provided by cooper-
ation is contingent on this allocation, and in this paper we develop
efficient algorithms for optimal power allocation for the class of full-
duplex cooperative multiple access schemes.

We will focus on cooperative multiple access schemes in which
the transmitting nodes cooperate in pairs and have access to full
channel state information. The transmitting nodes will operate in
full-duplex mode, and hence will be allowed to simultaneously trans-
mit and receive in the same time-frequency cell. Although this
mode places stringent requirements on the communication hard-
ware, it represents an idealized scenario against which more practical
schemes can be measured. The nodes will cooperate by completely
decoding the cooperative messages transmitted by their partners. We
will consider an independent block fading model for the channels
between the nodes, and will assume that the coherence time is long.
This enables us to neglect the communication resources assigned to
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the feeding back of channel state information to the transmitters, and
also suggests that an appropriate system design objective would be
to enlarge the achievable rate region for each channel realization.

An impediment to the development of reliable, efficient power
allocation algorithms for full-duplex cooperative multiple access is
that the direct formulation of the problem is not convex. By study-
ing the optimality conditions of this problem, we will show that this
non-convex formulation can be transformed into a convex one. In
particular, we will show that for a given rate requirement for one of
the nodes, the optimal power allocation problem can be transformed
into a convex problem that has a closed-form solution in most sce-
narios. In addition to the computational efficiencies that this closed
form provides, the ability to directly control the rate of one of the
users can be convenient in the case of heterogeneous traffic, espe-
cially if one node has a constant rate requirement and the other is
dominated by “best effort” traffic. The derivation of our closed-form
expressions involved the concurrent discovery of some of the obser-
vations in [5] regarding the properties of the optimal solution to the
sum-rate optimization problem. Our approach has the advantage that
in most scenarios it results in a closed-form solution, as distinct from
the reduced-dimension optimization problem formulated in [5].

2. FULL-DUPLEX MODEL

A block diagram of the model for full-duplex pairwise cooperative
multiple access is provided in Fig 1; see [1, 6]. Let wij(n) denote
the nth message from node i to node j, and let node 0 denote the
master node. At the nth (block) channel use, node i transmits the
code word

Xi = Xi0 + Xij + Ui, (1)

where Xi0(wi0(n), wij(n − 1), wji(n − 1)) carries the informa-
tion sent by user i directly to the master node, Xij(wij(n), wij(n−
1), wji(n − 1)) carries the information that is sent by user i to the
master node via user j, and Ui(wij(n − 1), wji(n − 1)) carries the
cooperative information. (Note that all three components of Xi de-
pend on the cooperative messages sent in the previous block.). Let
Pi, Pi0, Pij and PUi denote the power allocated to each component
in (1). Assuming perfect isolation and echo cancellation, and that
each transmitter knows the phase of the channels into which it trans-
mits and has the means to cancel this phase, the received signal at
each node can be written as

Y0 = K10X1 + K20X2 + Z0, (2a)

Y1 = K21X2 + Z1, Y2 = K12X1 + Z2, (2b)

respectively, where Kij is the magnitude of the channel gain be-
tween node i and node j, and Zi represents the additive zero-
mean white circular complex Gaussian noise with variance σ2
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Fig. 1. Full-duplex pairwise cooperative multiple access.

node i. We define the gain-to-noise ratio of each channel to be
γij = K2

ij/σ2
j .

The data rate of node i in the above model is Ri = Ri0 +
Rij , where Ri0 is the rate of the messages transmitted directly to
the master node, and Rij is the rate of the messages transmitted via
node j. Under the assumption that all the channel parameters γij

are known at both transmitting nodes, an achievable rate region for a
given channel realization is the closure of the convex hull of the rate
pairs (R1, R2) that satisfy the following constraints [1]1

Ri0 � log (1 + γi0Pi0) , (3a)

R10 + R20 � log (1 + γ10P10 + γ20P20) , (3b)

Ri � Ri0 + log

„
1 +

γijPij

1 + γijPi0

«
, (3c)

R1 + R2 � log
“
1 + γ10P1 + γ20P2 + 2

p
γ10γ20PU1PU2

”
.

(3d)

Here, (3a) and (3b) bound the conventional multiple access region
(with no cooperation), and (3c) and (3d) capture the impact of coop-
eration. A natural design objective would be to operate the system in
Fig. 1 at rates that approach the boundary of the region specified in
(3), subject to constraints on the transmitted power. The power allo-
cation required to do so can be found by maximizing a convex com-
bination of R1 and R2 subject to (3) and a bound on the transmitted
powers, or by maximizing Ri for a given value of Rj , subject to (3)
and the bound on the transmitted powers. Unfortunately, the direct
formulation of both these problems is not convex in the transmitted
powers, due to the interference components in (3c). The lack of con-
vexity renders the development of a reliable efficient algorithm for
the solution of the direct formulation fraught with difficulty. How-
ever, in the following subsections we will show that by adopting
the latter of the two objectives above, the direct formulation can be
transformed into a convex optimization problem that in most scenar-
ios can be analytically solved to obtain closed-form expressions for
the optimal power allocation.

The key observation in the derivation of these closed-form ex-
pressions is that the monotonicity of the logarithm implies that for
constants a, b, c,and d, the optimization problem

max
x

log
“

a+bx
c+dx

”
(4a)

subject to 0 � x � P (4b)

1All logarithms are to base 2, and all rates are in bits per two dimensions.

is equivalent to a linear fractional program in x. Therefore, it can be
transformed [7] into the linear program

max
z

a/c + (b − ad/c)z (5a)

subject to 0 � z � P/(c + Pd), (5b)

where z = x/(c + dx). This linear program has an analytical solu-
tion, and hence if b − ad/c �= 0 the optimal solution to (4) is

xopt =

j
P if b − ad/c > 0,
0 if b − ad/c < 0.

(6)

If b − ad/c = 0, then any feasible x is optimal.
To formalize the development, we now explicitly state the power

allocation problem for the case in which a target rate for node 2 is
specified. Given the channel gains Kij , bounds on the transmitted
powers, Pi � P̄i, and a feasible target rate for node 2, R2,tar, solve

max
Pi0,Pij ,PUi

R1 (7a)

subject to 0 � Pi0 + Pij + PUi � P̄i, (7b)

and equation (3) with R2 = R2,tar. (7c)

In the following subsections we will provide a solution to (7) that
in most cases has a closed form. Since problems of the form in (4)
appear in two of the underlying components of (7) and since (6) has
two important cases, we will need to consider four cases. In each
case, we exploit the fact that since we are attempting to maximize
R1, the upper bound constraint in (7b) for node 1 will be active at
optimality.

2.1. Case 1: γ10 � γ12 and γ20 � γ21

In this case the cooperative channel for both nodes has a higher
gain-to-noise ratio than the direct channel. It can be shown using
(6) that the minimum value of the sum of the transmission pow-
ers P20 + P21 required so that the constraint in (3c) is satisfied for
R2 = R2,tar is achieved when the sum is allocated to the chan-
nel with the higher gain-to-noise ratio. Since γ20 � γ21 then
to achieve the required R2,tar with minimum power we will send
all the information of user 2 through the cooperative channel; i.e,
P20 = 0, R20 = 0 and R2,tar = R21 = log (1 + γ21P21). Hence
P21 = (2R2,tar − 1)/γ21. Therefore, the constraint in (3c) for node
1 can be written as

R1 � log (1 + γ10P10) + log

„
1 +

γ12P12

1 + γ12P10

«
. (8)

Using (4) and (6) it can be shown that the choices P10 = 0 and
P12 = P̄1 − PU1 maximize the bound in (8) and hence the two
constraints on R1 will be (3d) and R1 � log (1 + γ12(P1 − PU1)).
Therefore, we have reduced the problem in (7) to

max
PU1

min {β1(PU1), β2(PU1)} (9a)

subject to 0 � PU1 � P̄1, (9b)

where β1(PU1) = log
`
1 + γ12(P̄1 − PU1)

´
and β2(PU1) =

log
`
1 + γ10P̄1 + γ20P̄2 + 2

√
γ10γ20PU1PU2

´ − R2,tar. In order
to solve (9) analytically, we observe that the argument of the loga-
rithm in β1(PU1) is linearly decreasing in PU1 while the argument
of the logarithm in β2(PU1) is concave increasing. Therefore, the
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solution of (9) is the value of PU1 for which the two upper bounds
on R1 intersect; i.e, β1(PU1) = β2(PU1). If we define

A =
γ12

2
√

γ10γ20
(1 + γ21P21) , (10)

B =
ˆ
(1 + γ21P21)

`
1 + γ12P̄1

´
− `

1 + γ10P̄1 + γ20P̄2

´ ˜
/(2

√
γ10γ20),

where, as above, P21 = (2R2,tar − 1)/γ21, then the optimal power
allocation for node 1 can be written as

PU1 =
2AB + PU2 − p

(2AB + PU2)2 − 4A2B2

2A2
, (11a)

P10 = 0, P12 = P̄1 − PU1, (11b)

where PU2 = P̄2 −P21. Since P10 = P20 = 0, both nodes will use
cooperative transmission only.

2.2. Case 2: γ10 > γ12 and γ20 � γ21

In this case, the direct channel for node 1 has a higher gain-to-noise
ratio than its cooperative channel, but for node 2 the opposite is true.
Using a similar arguments to case 1, the minimum value of P20+P21

required for R2,tar to be achievable occurs when P20 = 0. Thus the
power distribution for the second user will be P21 = (2R2,tar −
1)/γ21, P20 = 0, PU2 = P̄2 − P21. Therefore, the constraint in
(3c) for node 1 is the same as in (8). However, in this case it can be
shown that the choices P12 = 0 and P10 = P̄1 −PU1 maximize the
constraint in (8). The two constraints on R1 will be (3d) and R1 �
log

`
1 + γ10(P̄1 − PU1)

´
. That is, we have reduced the problem in

(7) to

max
PU1

min {β3(PU1), β2(PU1)} (12a)

subject to 0 � PU1 � P̄1, (12b)

where β3(PU1) = log
`
1 + γ10(P̄1 − PU1)

´
and β2(PU1) is as de-

fined in Section 2.1. By analogy to Case 1, the solution to this prob-
lem is the intersection point between the two terms inside the mini-

mum function. If we define A =
q

γ10
4γ20

(1 + γ21P21) and

B = (γ21P21(1 + γ10P1) − γ20P2) /(2
√

γ10γ20), the value of
PU1 in that solution has the same form as (11a), and the other pow-
ers for node 1 are P10 = P1 − PU1 and P12 = 0. From this result it
is apparent that node 1 will use direct transmission only, while node
2 will use only cooperative transmission.

2.3. Case 3: γ10 � γ12 and γ20 > γ21

In this case the cooperative channel of node 1 has a higher gain-to-
noise ratio than the direct channel, while this property is reversed
for node 2. This case is symmetric to Case 2, which means that it
is optimal to set P10 = 0, P21 = 0, P20 = (2R2,tar − 1)/γ20 and
PU2 = P̄2−P20. The problem in (7) can then be written in the same
form as (9) except that R2,tar = log (1 + γ20P20), and hence if we
define

A = γ12 (1 + γ20P20) /(2
√

γ10γ20), (13)

B =
ˆ
(1 + γ20P20)

`
1 + γ12P̄1

´
− `

1 + γ10P̄1 + γ20P̄2

´ ˜
/(2

√
γ10γ20),

the optimal power allocation for node 1 will have the same form
as (11). Therefore, node 1 will use cooperative transmission only,
while node 2 will only use direct transmission.
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Fig. 2. Convex hull of the two achievable rate regions in Case 4.

2.4. Case 4: γ10 > γ12 and γ20 > γ21

In this case, the channel gain-to-noise ratios of the direct transmis-
sion channels are larger than those of the cooperative channels. Us-
ing similar arguments to the previous cases, the minimum value of
the sum of the transmission powers P20 + P21 required so that the
constraint in (3c) is satisfied for R2 = R2,tar is achieved when
P21 = 0 and P20 = (2R2,tar − 1)/γ20; i.e., all the information
of user 2 will be sent directly to the master node. In order to max-
imize R1, the remaining power of node 2 will be used to cooperate
with node 1;i.e, PU2 = P̄2 − P20. Since R20 �= 0, the constraint in
(3c) can be written as

R1 � log

„
1 +

γ10P10

1 + γ20P20

«
+ log

„
1 +

γ12P12

1 + γ12P10

«
. (14)

The remaining design variables in (7) are P10, P12, and PU1. For a
given value of PU1, the bound on the right hand side of (14) can be
written in the form of the objective in (4). Using (6) it can be shown
that if R2,tar > log

`
γ10/γ12

´
, then P10 = 0. On the other hand, if

R2,tar � log
`
γ10/γ12

´
, then P12 = 0. In the first case R1 now has

two bounding constraints, (3d) and R1 � log
`
1 + γ12P12

´
. Since

in this case P12 = P̄1 −PU1, the problem of maximizing R1 will be
the same as that in Case 3, and hence the solution will have the form
of (11) with A and B being defined as in (13). From this solution
it is clear that node 1 will use cooperative transmission only while
node 2 will use only direct transmission.

If R2,tar � log (γ10/γ12), then P12 = 0. Since P12 = P21 =
0, there will be no cooperative message at either node and hence
there is no need for the transmission of U1 and U2. Therefore,
PU1 = PU2 = 0 and P10 = P̄1. In this case, both nodes will use
direct transmission only; i.e., the cooperative scheme will reduce to
a conventional multiple access scheme.

In Cases 1–3 above, the solution to (7) generates the achiev-
able rate region directly. However, in the present case the achievable
rate region is the convex hull of the rates achieved by solving (7)
and those generated by the solution of the symmetric image of (7)
in which R2 is maximized subject to a target rate for node 1. As
one might suspect, the solution to that problem is symmetric with
that of (7). Fig. 2 shows the rate regions achieved by the solution
to (7) and its symmetric image. The figure also shows the convex
hull of those two rate regions. The inner pentagon in this figure is
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the (non-cooperative) multiple access region, and hence the coop-
erative gain in Case 4 is clear. (Much larger cooperative gains are
realized in other cases; e.g., Fig. 3.) Points on the interval (R

′
1, R

′
2)

to (R
′′
1 , R

′′
2 ) in Fig. 2 are not achieved by the solution of (7) or its

symmetric inverse, but can be achieved using standard time sharing
techniques in which the system operates at the point (R

′
1, R

′
2) for

a fraction ρ of the block length, and at the point (R
′′
1 , R

′′
2 ) for the

remainder of the block. Although we do not have a closed form ex-
pression for the points (R

′
1, R

′
2) and (R

′′
1 , R

′′
2 ) at this time, they can

be determined from the solution of an auxiliary convex optimization
problem. (The formal statement of that problem has been omitted
due to space constraints.)

3. SIMULATION RESULTS

In order to assess the benefits of cooperation, we have provided
in Fig. 3 the average achievable rate regions in different scenarios.
While these figure is similar to that in Fig. 2 of Part I of [1], the
key point is that it has been computed using the closed form so-
lution developed herein. In the scenarios considered, the channels
were independent block fading channels with long coherent times.
The channel gains were Rayleigh distributed, the Gaussian noise
variances were normalized to 1, and the transmission powers of the
cooperating nodes were set to be equal P̄1 = P̄2 = 2. (Recall
that each node has full channel state information.) Fig. 3 shows
the symmetric channel case where the channel between each node
and the master node is Rayleigh fading with the same mean value
E(K10) = E(K20) = 0.63. Different curves are plotted for dif-
ferent values of the mean value of the inter-user channel E(K12).
(For each realization K12 = K21.) The average achievable rate re-
gion was obtained by taking the direct sum of the achievable rate
regions for each channel realization and then dividing by the num-
ber of realizations. These plots clearly demonstrate the advantages
of cooperative multiple-access, especially when the gain of the co-
operative channels is (often) significantly larger than the gain of the
direct channels.

In addition to the average achievable rate region, it is interesting
to observe the optimal power allocations. Fig. 4 shows the allocation
of the different power components for both node 1 and node 2 for one
channel realization in which K10 = K20 = 0.4 and K12 = K21 =
0.7. (These gains satisfy the conditions of Case 1 in our closed-
form solution.) The figure plots the optimal power components that
maximize the rate R1 for each value of the rate R2. We note from
the figure that there is one power component for each user that is
zero for all values of R2; i.e., in this case P10 = P20 = 0. We also
note that the curves for P12 and P21 intersect at the same value for
R2 as the curves for PU1 and PU2. This intersection point represents
the equal rate point at which R1 = R2. The figure also illustrates
that as R2 increases, node 2 allocates more power to P21 to increase
the data rate sent to node 1. As R2 increases, node 1 has to reduce
its data rate, and this is reflected in the decreasing amount of power
that is allocated to P12.
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