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ABSTRACT 

Designing appropriate user codes for training, we propose a 

channel gains and delay estimation scheme for 

asynchronous CDMA systems over frequency-selective 

channels. Our design arises from a simple but important 

property of “complex exponentials”: a circular shift in a 

complex exponential vector looks like multiplying it by a 

unit magnitude complex number. 

The main benefit of the algorithm is its independency of 

near-far ratio which arises from the fact that MUI is 

deterministically eliminated before estimating the channel 

parameters. Also, the proposed scheme doesn’t need to 

estimate any statistic (such as a correlation matrix) for 

parameter estimation. Also since we are only involving in 

linear computations and search over parameter space, the 

computational complexity is less than other schemes which 

usually use subspace-decomposition or other enormous 

computations. 

We first formulate the problem in noise-free case, and then 

to improve the performance in noisy environments, MMSE 

as well as ML approaches will be formulated and 

investigated. 

1. INTRODUCTION

So far, much research has been carried out on channel 

parameters estimation in asynchronous CDMA systems. 

Most of the conducted works have been devoted to 

channel/delay estimation over frequency-flat Rayleigh or 

Gaussian channels [1]-[3]. But due to the great demand for 

broadband wireless communication systems, it is important 

to have estimation methods over frequency-selective 

channels.

To respond to this demand some works have been reported 

on channel parameter estimation over frequency-selective 

channels. In [4] the author proposed an EKF-based method 

for channel/delay estimation. The method considered the 

effect of the other users as colored noise and then used EKF 

to estimate the channel gains/delay. In [5] the authors used 

an iterative scheme to estimate the channel parameters. 

Bensley and Aazhang [6] used the EigenValue 

Decomposition (EVD) of the correlation matrix of observed 

vector to estimate the parameters. In [7] the authors 

proposed a statistical maximum likelihood approach for 

parameter estimation.  

The main drawback of all of these schemes (and some other 

schemes which have not mentioned due to the lack of space) 

is that they are statistical approaches and hence are very 

sensitive to near-far ratio and the data which is exploited for 

estimating of statistics (usually a correlation matrix). On the 

other hand, some of these algorithms suffer from high 

computational complexity [5]-[7]. 

In this paper we propose a method which enjoys the 

following nice properties: 

p1) Since before estimating the channel parameters, the 

MUI is deterministically eliminated from the received data, 

the performance of the method is independent of near-far 

ratio. 

p2) Due to the deterministic nature of the main body of the 

method, it doesn’t need to any statistic  

p3) The method uses linear computations plus a search over 

parameter space, and therefore is a low complexity method 

in comparison with other existing schemes.  

The system model will be introduced in section 2. The main 

body of the training algorithm will be investigated in section 

3. Minimum mean square error (MMSE) as well as 

Maximum likelihood (ML) parameter estimation will be 

showed in section 4. A brief discussion about complexity 

can be found in section 5. Section 6 has been devoted to 

simulation results. 

Notation:

Bold upper(lower) letter : Matrix(vector) 

. : conjugate; T
. : transpose; H

. : Hermitian transpose; 

NF : NN  FFT matrix with (p,q)th entry 

],1[,,/)1)(1(25.0 NqpeN Nqpj ;

NM0  : all-zero matrix of size NM

A(:,i) : ith column of A; A(i,:) : ith row of A

ji,][A : (i,j)th element of matrix A.

),mod( ba : positive remainder of division a by b.

c : phase angle of the complex number c

c : the magnitude of the complex number c.
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2. SYSTEM MODEL 

Consider an asynchronous CDMA system, consists K users 

communicating over a frequency-selective channel. 

Let’s denote the propagation delay of kth user by k which

is a multiple of chip period (the users are chip-

synchronized).  

Also suppose that the FIR channel tap-weights between kth 

user and the receiver are denoted by L
lk lh

0
]}[{ , where the 

delay-spread and therefore L is known for the transmitter 

and receiver, both. 

The aim of this paper is to deterministically estimate the 

propagation delays k  and channel tap-weights L
lk lh

0
]}[{ .

We adopt the following assumption: 

a1) kLKk ;

This is an acceptable assumption for “not very reach 

scattering enviroments” where we have KL .

Here we set the spreading factor equal to the number of 

users to show that we are going to attain the maximum 

bandwidth efficiency too. 

Denoting the spreading code of kth user by 
T

Kkkkk ccc 1,1,0,:c , and adopting a1, the 

input-output relation of system can be written as 

vhCCx
1

0
2,2,1,1, )(

K

k
kkkkk tt   (1) 

where
T

kkkk Lhhh ][]1[]0[:h  and 

1,

)1(

1,
k

L
k

k

C

0
C  , 

)1()(

2,

2,
LLK

k
k

k
0

C
C  (2) 

are signatures corresponding to two consecutive training 

symbols of kth user, which in 1,kC  is an )1()( LK k

Toeplitz matrix with first column 
T

Kkkk k
ccc 1,1,0, and first row Lkc 10, 0

and 2,kC  is an )1()( LL k  Toeplitz matrix whose first 

column is 
T

LKkKkKk ccc
kk 11,1,, 0 and

first row is LKkKkKk kkk
ccc ,1,, , and v

is AWGN vector and 1,kt  and 2,kt  are two consecutive 

training bits. Fig. 1 shows the relative position of spread 

symbols and the captured frame in the receiver (vector x) for 

frequency-flat channels ( 0L ).

3. TRAINING STRATEGY 

We accomplish the channel/delay estimation during K2

symbol periods, comprising K  symbol pairs, where the 

codes used for spreading the symbols of any pair is the 

same, and for the next pair of training symbols, a different 

spreading code will be assigned. 

In the receiver we totally collect one symbol ( K chips) from 

each pair and discard the remained K chips.(take a look at 

fig.1 again) 

Denoting the code used for spreading the ith pair ( th2i  and  

th)12( i symbols) of kth user by ][ikc , we choose 

1,,1,0

1,,1,0];[:][

Ki

Kkii kk fc
  (3) 

where  

),mod(:][ Kikk i ff   (4) 

which in )1(:,: jKj Ff .

By this we can rewrite the ith capture symbol in the receiver 

by  

vhCCx
1

0
12,2,2,1, )][][(][

K

k
kikkikk titii (5) 

and if we set 12,12, ikik tt  we will have 

vhCCx
1

0
2,1, ])[][(][

K

k
kkk iii          (6) 

where ][1, ikC  and ][2, ikC  are defined just like (2 ). 

Due to (2)-(4), we can easily find that  

][][][
)(

2,1, ieii k
ikj

kk
k CCC   (7) 

where ][ikC  is a )1(LK  Toeplitz matrix whose first 

row is ][][][][ ,2,1,0, icicicic LKkKkKkk , first 

column is 
T

Kkkkk icicicic ][][][][ 1,2,1,0,  and as 

we former mentioned in (3), 

})(exp{:][ 5.0
, pikjKic Pk  where K2

Figure 1: spread training symbols of users and captured frame 

in the receiver (L=0)  

          Discarded       Captured   Discarded 
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Substituting (7) into (6) yields 

vhCx
1

0

)(
][

K

k
kk

ikj kei (8) 

Now, to estimate the channel tap-weights between mth user 

and receiver, we first left-multiply (8) by 
H

Kim
H

im ),mod(, fc , which yields: 

][)],[mod(][ 1)(
iwKimHeiy mm

imj
m

m   (9) 

1,,1,0

1,,1,0

Km

Ki
     

where ][1 pH m  is the inverse discrete Fourier transform

(IDFT) of ][lhm  is defined as 

1,,1,0;][:][
0

1 KpelhpH
L

l

plj
mm        (10) 

and vf
H

Kimm iw
),mod(

:][  is still additive Gaussian noise. 

Now, applying the DFT to (9), we will have 

][][

][:][ 1,1

nwenh

nz

m
nmj

mm

nmKm yF
 (11) 

Where 
T

mmmm Kyyy ]1[]1[]0[:y  and ][nwm

is the DFT of ][iwm .

4. PARAMETER ESTIMATION 

4.1. Noise-Free Case 

To have a more obvious interpretation, we first consider the 

noise-free scenario, where (11) have to rewrite as 

1,,1,0;][][ Knenhnz nmj
mmm          (12) 

where 1L  points out of K  points 1
0]}[{ K

nm nz  are 

corresponding to L
lm lh

0
]}[{  and therefore are nonzero, and 

the left 1LK  points equal zeros:  

10

][

00

][

KnL

Lnenh

n

nz

m

mm
nmj

mm

m

m (13) 

Therefore to estimate the propagation delay, we should 

check for the nonzero values of ][nzm , where due to (13) 

the first nonzero ][nzm  will be the thm  one. Therefore we 

can easily estimate m  as the first value of time index, n,

which for 0][nzm .  In the other words we have  

)0][(argmin nzm
n

m         (14) 

4.2. Noisy Case: MMSE parameters estimation 

In noisy case, (13) must be rewritten as 

1][

][][

0][

][

KnLnw

Lnnwenh

nnw

nz

mm

mmm
nmj

mm

mm

m

(15) 

Where as we mentioned former, ][nwm  is additive white 

Gaussian noise. 

Due to (15), here we can’t estimate the propagation delay 

by checking for first nonzero ][nzm .

Instead, we exploit the following minimum mean-square 

error (MMSE) criteria for estimating the propagation 

delay: 

],[

2)( ][minargˆ
Ln

m
MMSE

m nz  (16) 

To improve the performance of our MMSE estimator, we 

can do the training several times, lets say Q  times, and 

then use the following criteria to achieve an improved 

estimation  

],[

2

1

)( ];[minargˆ
Ln

m

Q

q

MMSE
m qnz         (17) 

Where ];[ qnzm  is the ][nzm  in the qth train. 

After estimating the propagation delay, the magnitude and 

phase angle of channel gains can be respectively estimated 

by the following formulae 

Q

q
mmm qlz

Q
lh

1

];ˆ[
1

][ˆ   (18) 

}];ˆ[{][ˆ )ˆ(

1

mlmj
m

Q

q
mm eqlzlh         (19) 

4.3. Noisy Case: ML parameter estimation 

We can also have a maximum likelihood (ML) estimation 

for propagation delay as 
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)|];[(maxargˆ
),1(

)1,0(),(

)(
m

QK

qn
m

ML
m qnzf

m

     (20)  

where )|( yxf  is the conditional probability density 

function (PDF). 

5. COMPUTATIONAL COMPLEXITY 

One of the advantages of the proposed method is its low 

computational complexity. 

It can be easily observed that the method comprises the 

linear computations and search over parameter space, which 

is obviously lighter than other (usually subspace-based) 

existing schemes which involve heavy subspace 

decomposition operations and the search over parameter 

space.

6. SIMULATION RESULTS 

Here we have considered a 10 user asynchronous CDMA 

system as our simulation example. 

The underlying channel is frequency-selective with three 

paths. 

As the opponent method, we have considered the subspace-

based method introduced in [6]. 

Figure 2, shows a performance comparison for different 

signal-to-noise ratios for 100 training symbols. 

Figure 3 shows the same for different number of training 

symbols and 8db signal-to-noise ratio. 

Note that for our ML and MMSE approaches, the total 

number of training symbols equals QK .

As it can be observed the proposed ML method outperforms 

[6], where MMSE approach exhibits week performance in 

low signal-to-noise ratios and small number of training 

symbols.   
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7. CONCLUDING REMARKS 

By appropriate designing of user codes and planning of 

training strategy which arises from properties of complex 

exponential vectors, we achieved an approach for 

channel/delay estimation in CDMA systems over frequency-

selective channels. 

Due to the deterministic nature of our proposed approach, 

the performance is independent of near-far ratio as well as 

estimated statistics. 

REFERENCES 
[1] E.G.Strom , S.Parkvall, S.L.Miller, and B.E.Ottersten ,

“Propagation delay estimation in asynchronous direct-sequence 

code-division multiple access systems,” IEEE Trans. Commun.,

vol. 44, pp. 84–93, Jan. 1996. 

[2] D.Zheng, J.Li, S.L.Miller, and E.G.Strom, “An Efficient Code-

Timing Estimator for DS-CDMA Signals,” IEEE Trans. Signal 

Processing, vol. 45, No. 1, pp. 82-89, Jan. 1997 

[3] T.Ostman, S.Parkvall and B.Ottersten, “An Improved MUSIC 

Algorithm for Estimation of Time Delays in Asynchronous DS-

CDMA Systems,” IEEE Trans.  Commun. , vol. 47, no. 11, pp. 

1628-1631, Nov. 1999 

[4] R.A.Iltis, “A DS-CDMA Tracking Mode Receiver with Joint 

Channel/Delay Estimation and MMSE Detection,” IEEE Trans. 

Commun., vol. 49, No. 10, pp. 1770-1779, Oct. 2001 

[5] A.Ranheim and P.Pelin, “Joint Symbol Detection and Channel 

Parameter estimation in Asynchronous DS-CDMA Systems,” 

IEEE Trans. Signal Processing, vol. 48, No. 2, pp. 545-550, Jan. 

1997

[6] S.E.Bensley and B.Aazhang, “Subspace-based channel 

estimation for code division multiple access communications 

systems,” IEEE Trans. Commun., vol. 44, pp. 1009–1020, Aug. 

1996.

[7] E.G.Strom, F.Malmsten, “A Maximum Likelihood Approach 

for Estimating DS-CDMA Multipath Fading Channels,” IEEE

JSAC, vol. 18, No. 1, pp. 132-140, Jan. 2000 

Fig.2 : Root-mean-square error (RMSE) of delay 

estimation versus signal-to-noise ratio

Fig.3 : Root-mean-square error (RMSE) of delay 

estimation versus total number of training  symbols

IV ­ 616


