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ABSTRACT

In this paper, tap selection based Minimum Mean Square Error
(MMSE) equalization technique is discussed for Ultra Wideband
(UWB) systems in the presence of Inter Symbol Interference (ISI)
and Multiple Access Interference (MAI). A novel tap selection tech-
nique based on Matching Pursuit (MP) algorithm is proposed. Given
finite training sample support, Diagonal Loading (DL) technique is
incorporated into MP algorithm to insure the robustness of tap se-
lection. Moreover, a fast heuristic MP based tap selection technique
is developed to facilitate the tradeoff between equalization perfor-
mance and computational complexity. Simulation results show that
the proposed tap selection based equalizer outperforms the RAKE
receiver and the conventional MMSE equalizer significantly given
the same amount of training symbols.

1. INTRODUCTION

Impulse Radio (IR) technique [1] [2], which uses very short dura-
tion baseband pulses, is one of the most promising approaches for
UWB systems. Compared with multicarrier Orthogonal Frequency
Division Multiplexing (OFDM) based UWB method [3], pulse based
UWB has the advantages such as very low power consumption, sim-
ple transceiver design and robustness due to its resolvable multipath.
For UWB multipath channel with long delay spread, channel re-
sponse may span over multiple symbol frames, an MMSE [4] equal-
izer with large number of taps is superior for ISI and MAI mitigation
than a conventional RAKE receiver. But this requires large amount
of training symbols and involves large computational complexity. A
key challenge is to develop a high performance equalizer given lim-
ited training sample support with manageable complexity.

Non-uniformly spaced equalizer has been discussed for sparse
multipath channels [5][6] with reduced complexity. In these works,
various intuitive tap selection techniques are discussed assuming known
Channel Impulse Response (CIR). These prior works motivate us to
consider tap selection based technique for UWB channel equaliza-
tion. One issue is that the multipath channel needs to be estimated
before tap selection can be made on the estimated CIR. Accurate
channel estimation in the presence of unknown MAI is a hard task.
Channel estimation error will affect tap selection and equalization
performance.

In this paper, a novel tap selection method based on Matching
Pursuit (MP) [7] algorithm is proposed. This algorithm is directly
implemented on the training samples, without the need of channel
estimation.

2. SYSTEM MODEL AND LEAST SQUARES ESTIMATION

Let the transmitted signal for transmitter k be
s(k)(t) =

∑∞
n=−∞ x(k)(n)w(t − nTf ), where x(k)(n) ∈ {±1}

is the bipolar data bit stream, w(t) is the pulse waveform and Tf

is the symbol duration. Applying a tapped-delay-line channel model
c(k)(t) =

∑nL

p=1 α
(k)
p δ(t − (p − 1)∆τ − τk), where ∆τ is the sam-

pling duration, τk is the channel delay and nL is the channel length
in samples. For simplicity, choose Tf and let nτ = Tf/∆τ be an
integer. The number of symbols affected by ISI is given as nISI =
nL/nτ , where assuming nL is an integer multiples of nτ and this
may be done by truncating the very low power tail of CIR. In the
presence of ISI and MAI, an UWB system model can be represented
as follows,

y = Hx + H
(MAI)

x
(MAI) + m (1)

where H is the channel transmission matrix in block Toeplitz form
that is constructed from the sampled generalized CIR (h(t) = c(t) ∗
w(t)), y is the received sampling signal vector and m is the corre-
sponding AWGN vector with covariance of σ2

mI. The superscript
(MAI) denotes the terms corresponding to the MAI transmitters.
For simplicity, the self spreading multipath channels of UWB are
utilized for multiple access without adding extra spreading sequence.
In addition, strict channel synchronization is not necessary since the
tap selection technique will automatically choose the right paths for
the desired symbol equalization.

In practice, the receiver does not have the knowledge of the
MAI transmitters. Blind estimation of multipath channels for H and
H(MAI) is a complicated task. On the other hand, with training sym-
bol sequence xtr = [x(1), · · · , x(ntr)]

T for the desired transmitter,
the system model for Least Squares (LS) estimation of equalization
filter f can be formulated as

xtr = Ytrf (2)

where the block Toeplitz matrix Ytr consists of samples of received
signal and is represented by,

Ytr =

⎛
⎝

y(1)(1) ··· y(nτ )(1) y(1)(2) ··· y(nτ )(nISI )

...
...

...
...

y(1)(ntr) ··· y(nτ )(ntr) y(1)(ntr+1) ··· y(nτ )(ntr+nISI−1)

⎞
⎠

(3)
where {y(p)(k), p = 1, . . . , nτ} denotes nτ received signal sam-
ples for the k-th symbol period, the matrix Ytr is ntr × nL and ntr

is the amount of training symbols. Assuming ntr ≥ 2nL in order to
obtain a reasonably good result, the LS estimation [8] of the filter f̂

is given by,
f̂ = (YT

trYtr)
−1

Y
T
trxtr (4)
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Tap selection can be utilized to effectively reduce the require-
ment of training symbols to ntr ≥ 2nS , where nS is the number of
taps to be selected and nS � nL. Let neff ≈ nISI(1 + nMAI)
be the approximate number of effective transmitters due to ISI and
MAI (more accurately, neff can be estimated by the number of sig-
nificant eigenvalues associated with the covariance matrix of the re-
ceived signal samples). It is important to have nS ≥ neff to insure
the order of diversity for effective ISI and MAI mitigation.

3. MATCHING PURSUIT BASED TAP SELECTION
TECHNIQUE

Tap selection can be considered as forming an observation sample
matrix YS by selecting a subset of columns from Ytr which corre-
sponds to a subset of taps to minimize the LS estimation error

ES = x
T
trxtr − x

T
trPS xtr (5)

or equivalently to maximize the projection power

‖PSxtr‖
2 = x

T
trPS xtr (6)

where the projection matrix

PS = YS(YT
S YS)−1

Y
T
S (7)

has the property of PT
SPS = PS = PT

S [8].
For optimal selection of nS taps out of total nL taps, an ex-

haustive search is needed and this requires PS to be evaluated for
( nL

nS
) possible combination of the tap subsets. This is not feasible

for large nL. The near optimal tap selection can be achieved by ap-
plying greedy algorithm to incrementally select the taps one by one.
But this may still be too complicated to implement in real time. On
the other hand, tap selection can be considered as a subset selec-
tion problem [9]. This problem can be solved by MP algorithm [7]
which is a fast algorithm that progressively refines the signal approx-
imation with an iterative procedure. Thus an MP algorithm based tap
selection method is detailed as follows and is with the computational
complexity on the order of O(nSntrnL).

MP Based Tap Selection Method

1. Initialize by setting n = 0 and x
(0)
res = xtr

2. Set n = n + 1. Select a new column ys by
s = arg max

k

‖Pyk
x

(n−1)
res ‖2, where k denotes the unse-

lected column indices for Ytr , the projection matrix for col-

umn vector yk is defined as Pyk
=

yky
T

k

‖yk‖2 and the projection

power of signal x(n−1)
res is given as

‖Pyk
x

(n−1)
res ‖2 = (x

(n−1)
res )

T
Pyk

x
(n−1)
res =

|yT

k
x
(n−1)
res |2

‖yk‖2 .

3. Compute and update the residue x
(n)
res = x

(n−1)
res −Pys

x
(n−1)
res ,

continue the iteration loop for tap selection until n = nS

On the other hand, the MMSE detection for system (1) can be
written as

x̂(n) = f
T
MMSEy = B1x(n) + I

(ISI)
residual + I

(MAI)
residual + f

T
MMSEm

(8)
where assume that the desired symbol x(n) is the first element in
x. fMMSE denotes the equalization filter. B1 = (fT

MMSEH)1.
I
(ISI)
residual and I

(MAI)
residual represent the residual ISI and MAI respec-

tively.

It is observed that under finite training sample support (ntr <
nL), incorrectly estimated f̂ may amplify the noise term in (8) with
variance of ‖f̂‖2σ2

m. The term ‖f̂‖2 plays an important role in min-
imizing the Mean Square Error (MSE). This suggests the use of
Quadratic Constraint (QC) (‖f‖2 = g0) for minimizing MSE during
the tap selection process, where g0 is a constraining value. Given
column yk to be chosen at the n-th iteration and the signal estima-
tion as x̂(n) = ykfn where fn is the n-th selected tap coefficient for
f , with QC, the estimation problem becomes,

min
fn

‖x(n−1)
res − x̂

(n)‖2 subject to ‖f‖2 = g0 (9)

As in MP algorithm, filter coefficients {fk, k = 1, · · · , nS} are es-
timated one by one separately in each iteration. At the n-th iteration,
QC can be rewritten as f2

n = g0 −
∑n−1

k=1 f2
k = gn, where gn is

the constraining value for f2
n. Using method of Lagrange multipliers

[8], the new cost function for minimization is given by

E(QC)
n = (x(n−1)

res −ykfn)T (x(n−1)
res −ykfn)+λ (fn

2−gn) (10)

where λ is a Lagrange multiplier. This can be solved for fn as fol-
lows,

f̂ (QC)
n =

yT
k x

(n−1)
res

‖yk‖2 + λ
(11)

Let λ = ntrσ
2
L, where σ2

L is defined as the loading level. Incor-
porating QC can be regarded as introducing Diagonal Loading (DL)
[10], which has been a popular tool for adding robustness to adaptive
array beamforming, into MP based tap selection algorithm. Defining

Loading-to-Noise Ratio (LNR) as LNR =
σ2

L

σ2
n

, the DL parameter
LNR can be optimally decided by L-Curve analysis as given in [11].
For simplicity, we found that LNR can be determined empirically
through simulation, that is, an appropriate LNR(≈ 10 ∼ 30) can
be chosen after a few trials.

The DL technique mitigates the problem due to mismatch be-
tween training samples and test samples. This can be interpreted as
to artificially introduce a higher fixed noise floor (σ2

L) that has the
effect of preventing the algorithm from selecting the insignificant
column yk when ‖yk‖

2 � ntrσ
2
L. Substituting (11) into (10) and

discarding the last term (λ gn) which is a constant, the cost function
with DL becomes,

E(DL)
n = (x(n−1)

res )
T
x

(n−1)
res − (x(n−1)

res )
T
P

(DL)
yk

x
(n−1)
res (12)

where P
(DL)
yk

is given by

P
(DL)
yk

=
yky

T
k

‖yk‖2 + ntrσ2
L

(13)

Thus, MP Based Tap Selection Method with DL is obtained by re-
placing matrix Pyk

with P
(DL)
yk

in MP Based Tap Selection Method.

Due to the introduction of DL, matrix P
(DL)
yk

no longer repre-
sents an orthogonal projection onto the subspace of vector yk. But
it may still be considered as an orthogonal projection onto the sub-
space of a virtual vector y′

k = yk+mk assuming the introduction of
an artificial noise vector mk. In addition, the reselection of basis [9]
should be avoided in the DL modified MP algorithm due to the intro-
duction of virtual basis. The convergence of MP algorithm is shown
[7] to depend on the correlation between the residue (xres) and the
basis (y′

k). This can be insured by choosing an appropriate load-
ing level for σ2

L. It is easy to show that excess loading (σ2
L → ∞)

will result in convergence to the Strongest Paths based tap selection
method.
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Furthermore, an intuitive way for selecting taps can be done by
simply choosing a subset with the Strongest Projections based on

the projection power {‖Pyk
xtr‖

2 = xT
trPyk

xtr =
|yT

k
xtr|

2

‖yk‖2 , k =

1, · · · , nL}. This intuitive method is similar to the Strongest Paths
based tap selection method assuming simple correlation output is
used as CIR estimation, that is {|yT

k xtr|
2, k = 1, · · · , nL}, and

choosing a subset with strongest paths. The computational cost for
this Strongest Projections or Strongest Paths based selection method
is on the order of (O(ntrnL)). The additional cost for selecting
nS strongest taps out of nL is no more than (O(nSnL)). Moreover,
there is extra cost of O(nL) division operation for the Strongest Pro-
jections based method. The numerical analysis shows that only a
small portion of taps selected by either of these two simple meth-
ods is different from the taps selected by MP Based Tap Selection
Method with DL. A fast heuristic tap selection method can be devel-
oped by firstly choosing a large portion of taps using simple Strongest
Projections or Strongest Paths based method and then choosing the
rest of taps, i.e., assuming ndepth taps, using MP based method.
This heuristic MP based tap selection method incorporated with DL
is detailed as follows.

Heuristic MP Based Tap Selection Method

• Initialize by setting n = 0 and x
(0)
res = xtr

• Pre-selection step:
Select an initial subset of (nS − ndepth) taps based on the
Strongest Projections of xT

trP
(DL)
ys

xtr and update the residue
by x

(n)
res = x

(n−1)
res − P

(DL)
ys

x
(n−1)
res for all these pre-selected

columns {ys}.
Set n = nS − ndepth

• MP selection step:
Set n = n + 1.
Select a new column ys by

s = arg max
k

(x
(n−1)
res )

T
P

(DL)
yk

x
(n−1)
res and

update the residue by x
(n)
res = x

(n−1)
res − P

(DL)
ys

x
(n−1)
res .

Continue the MP iteration until n = nS

The computational complexity for Heuristic MP Based Tap Se-
lection Method is about O((1+ndepth)ntrnL). The numerical anal-
ysis shows that for larger nS , Heuristic MP Based Tap Selection
Method is capable of making a fast selection by choosing ndepth �
nS with limited performance tradeoff in comparison with MP Based
Tap Selection Method with DL.

4. SIMULATION RESULTS

The numerical results are obtained based on 100 UWB channel real-
izations for CM2 [12]. The sampling duration is ∆τ = 0.167ns
and symbol rate is set as Rs = 1/Tf = 93.56MHz (making
nτ = Tf/∆τ an integer). Then we have nISI = 8. Suppose
(nMAI = 3) MAI transmitters are presented with equal transmission
power as the desired transmitter and (nS = 32) taps are selected out
of total (nL = 512) samples for effective interference mitigation.
In addition, for reasonable comparison, the equalizer coefficients for
all the simulations with different tap selection based methods are es-
timated by LS estimation which has the computational complexity
of (O(n2

S(ntr + nS)).
Figure 1 and 2 illustrate the BER performance for RAKE re-

ceiver (where simply using correlation to estimate the CIR from
training sequence for implementing RAKE), conventional uniformly

spaced MMSE equalization (where, the number of taps is set as
ntap = ntr

2
and ntap earliest paths are utilized in consideration

of exponentially decaying power law for UWB channel, assuming
perfect synchronization at the receiver) and nonuniformly spaced
MMSE equalization using tap selection methods (Strongest Paths
/ Strongest Projections based method, Heuristic MP based method
and MP with DL based method). The computational cost for tap
selection and LS estimation of equalizer coefficients is tabulated as
follows.

Equalization Computational Cost
Methods nL = 512, nS = 32, ntr = 64 ∼ 512

Full RAKE O(ntrnL)
MMSE (LS est.) O(n2

tap(ntap + ntr)), ntap = ntr

2

Strongest Paths / O(ntrnL)
Strongest Project.
+ MMSE + O(n2

S(nS + ntr))
Heuristic MP O((1 + ndepth)ntrnL)
+ MMSE + O(n2

S(nS + ntr)), ndepth = 6
MP O(nSntrnL)
+ MMSE + O(n2

S(nS + ntr))
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Fig. 1. Performance comparison for different tap selection methods
(CM2: Rs = 93.56Mbps, nmai = 3, nS = 32, ntr = 64)
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Fig. 2. Performance comparison for different tap selection methods
by various amount of training symbols (CM2: Rs = 93.56Mbps,
nmai = 3)
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Fig. 3. Computational complexity for different equalization methods
(CM2: Rs = 93.56Mbps, nmai = 3)

Figure 1 shows the importance and effectiveness of introduc-
ing DL into MP based tap selection algorithm. MP w/o DL per-
forms poorly due to the mismatch between training samples and test
data. On the other hand, under appropriate loading σ2

L, MP + DL
(MP with DL) achieves much better performance with increased
SNR when compared with Strongest Paths / Strongest Projections
based method. Since the capability of tap selection method for ISI
and MAI mitigation becomes more noticeable in the case of higher
SNR. From Figure 1 or Figure 2, it is also observed that RAKE re-
ceiver exhibits performance floor and breaks down in the presence
of severe ISI and MAI, although it has the lowest computational
cost. In addition, Strongest Paths / Strongest Projections + MMSE
significantly outperforms conventional MMSE equalizer under finite
training sample support and is with lower computational cost (when
nS < ntap). Moreover, MP+DL + MMSE achieves the best perfor-
mance given the same amount of training symbols (ntr). It outper-
forms Strongest Paths / Strongest Projections + MMSE but is with
higher computational cost for tap selection. Furthermore, Heuristic
MP exhibits only limited performance degradation but with reduced
complexity. Figure 3 illustrates the estimated computational com-
plexity for different equalization methods. As the amount of train-
ing symbols increases, the computational cost for tap selection based
methods increases at a slower pace in comparison with the conven-
tional uniformly spaced MMSE equalizer which requires more taps
for achieving a reasonable performance.

5. CONCLUSIONS

In this paper, a novel training sequence based tap selection tech-
nique is proposed for UWB channel equalization in the presence of
ISI and MAI. This technique effectively reduces the requirement for
training symbols and lowers the complexity for the equalizer. For
tap selection techniques, it is found that the simple Strongest Paths
/ Strongest Projections based method is preferred under lower SNR
level due to its low complexity. On the other hand, MP based tap
selection method with DL achieves improved performance with in-
creased SNR when compared with the Strongest Paths / Strongest
Projections based method. Furthermore, Heuristic MP based method
is developed for fast tap selection implementation with only limited
performance tradeoff. Simulation results show that the proposed tap

selection based equalization method significantly outperforms the
conventional MMSE equalizer under finite training sample support.
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