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ABSTRACT
1

We consider the MIMO broadcast channel where a base sta-

tion with multiple antennas transmits simultaneously to many 

users. The optimum strategy with Channel State Information 

(CSI) at the transmitter is based on Dirty Paper Coding 

(DPC) principles. In this paper, we propose a suboptimum 

strategy suitable when terminals are equipped with multiple 

antennas. This approach combines DPC and receive beam-

forming and is shown to provide near-optimum performance 

with very reasonable complexity. Beamforming design is 

based on the maximization of the sum rate while precoder 

design is based on Zero Forcing (ZF) criteria. We have to 

remark that it is not required iterative processes or interaction 

between transmitter and receivers to find the suboptimum 

solution. It is also important to mention that each terminal 

just needs to know its own channel to perform the optimiza-

tion while the base station requires full knowledge of all us-

ers’ channels. 

1. INTRODUCTION

Multiple Input – Multiple Output (MIMO) communica-

tions have challenged the research community with promising 

capacity increases with respect the standard single-antenna 

systems [1, 2]. Most of the original work was motivated by 

the point-to-point link trying to provide structures achieving 

the theoretical capacity predicted by the logdet formula. 

Probably, the most well studied strategy is BLAST with many 

variants sharing in common the space-time layered structure.  

More recently, there has been an interest in MIMO sys-

tems where a multi-antenna node transmits to multiple termi-

nals, or where multiple nodes transmit to a single multi-

antenna terminal. The former case is known as the broadcast 

channel (BC) while the later is known as the multiple access 

channel (MAC).

Available literature shows many different approaches 

dealing with this topic. One of the most representative works 

are [3, 4] where theoretical analysis is provided through the 

duality principle between the downlink and the uplink case. 

The main point is that the achievable rate region of the BC is 

equivalent to the rate region of its dual MAC with a sum 

power constraint. This duality allows the characterization of 
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the BC rate region to be performed in the dual MAC context 

where well-known optimization algorithms can be used. The 

achievable rate region will be considered as an upper bound 

for all the suboptimum approaches. 

Transmit beamforming is the most immediate approach 

using the background of decades in array processing. It is well 

known that with only one antenna per user, it turns out that an 

analogous uplink-downlink duality result exists, as is shown 

in [5,6]. However, with multiple receive antennas per user, 

this duality does not hold any longer, and so it is necessary to 

solve the downlink sum rate maximization directly.  

In [7], several suboptimum approaches for communicat-

ing on the BC are suggested. One of them is the design of the 

precoder according to the SVD decomposition (it is known to 

be optimum in the point-to-point link) and apply MMSE 

beamformers at receivers to cope with residual interference. 

The main advantage of this scheme is its simplicity although 

we have to remark that received covariance matrices must be 

estimated or fed back. Another proposal in [7], known  as 

Maximum Transmit SINR, maximizes an upperbound of the 

SINR.

JADE (Joint Approximated Diagonalization of Eigen-

structures) refers to a well-known result coming from blind 

source separation [8]. This approach establishes that for a set 

of complex hermitian matrices associated to the MIMO 

transmission, it is possible to find  a unitary matrix that mini-

mizes MAI. If the matrices do not have a common eigenstruc-

ture, the algorithm provides a kind of ‘average eigenstruc-

ture’. Unfortunately, performance depends very much on the 

specific structure of involved channels.  

Reference [9] proposes another approach known as Or-

thogonal Space Division Multiplex (OSDM). This scheme is a 

zero-forcing strategy where optimization is performed itera-

tively through a recursive procedure between the transmitter 

and  receivers. The main disadvantage of this scheme is that it 

requires multiple iterations of communication between both 

ends before reaching the desired solution. However, perform-

ance improves considerably in comparison with other subop-

timum schemes.  

Our approach is based on [10] where a suboptimum pre-

coder of a DPC structure is proposed using the QR decompo-

sition of the channel matrix. However, this technique was 

discussed for the case of single-antenna terminals. We have 

extended this procedure where there could be several antennas 

at the receiver. Our contribution optimizes the receive beam-
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forming strategy for any terminal assuming that its channel is

known but that no other terminal's channel is known. On the

other hand, the transmitter has full knowledge of every chan-

nel. We propose a suboptimum precoder using a combination

of DPC and zero-forcing criteria whose performance in terms 

of mutual information is close to the optimum case but with

reduced complexity.

2. SYSTEM MODEL 

We consider a MIMO broadcast channel where a base station 

with Nt antennas transmits to Nu  users, each with Nr  receive

antennas. We will further assume that we have the same num-

ber of transmit antennas as the number of user. Figure 1

shows the corresponding block diagram of the system, where 

T is the linear precoder (or transmit beamformer) (size 

NtxNu), Hk represents the kth user's flat MIMO channel (size

NrxNt), rk represents the kth user's linear receiver (or receive 

beamformer) (size Nrx1), and nk is the AWGN at receiver k.

The dirty paper coding block jointly encodes users so that the

interference among users is reduced or eliminated at the out-

put of their decoders. 

All the schemes that we have outlined in the introduction sec-

tion are based on the following view: Determine (T, r1, r2, …,

rNu) to optimize the performance, either in terms of maximiz-

ing the sum rate or maximizing a common SINR achievable

by all users. In order to make a fair comparison, all schemes 

in the simulation results will be measured under a common

figure of merit, the sum rate. The specific description of all

the different approaches following this model is straightfor-

ward according to the original papers, but the detailed de-

scription is out of the scope of this paper due to the limited

length of the contribution.

Figure 1. Block diagram

3. OUR PROPOSAL ZF-DPC WITH RECEIVE 

BEAMFORMING

Our proposal intends to mix the concept of DPC with its

simpler ZF implementation with some beamforming design

that provides an acceptable loss of performance. Received

signal stacking all users in a single column-vector becomes,

nRHTsRy
HH      (1) 

where R is a diagonal block matrix collecting individual array

processing at every receiver, and 0 vectors mean that receivers

do not cooperate
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H is the channel matrix (NuNr x Nt), that can be expressed as

the stacking of the per user matrices Hi (Nr x Nt):
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For the case of single-antenna receivers, the optimum precod-

ing matrix T is obtained using the duality principle [3]. This

strategy is also remarked in [10] where a tight suboptimum

design is proposed where T is the unitary matrix associated to

the QR-decomposition of the channel matrix H. In this con-

tribution we are going to follow this suboptimum design

where the determination of T is straightforward for the trans-

mitter if it knows all channels and also the beamforming

processing to be done at receivers, 

LQHRH H

eq
(4)

where L is the upper triangular matrix and Q is the orthogonal

matrix associated with the QR decomposition of matrix Heq.

According to this idea, in our scenario we force .
H

QT
Therefore, the optimization procedure in this case is based on

the design of the beamformers constrained to ii f Hr

remarking that its own channel is the only available informa-

tion at each receiver. Applying these ideas to eq. (1), we reach 

an equivalent model as follows,

nRLsnRsLQQ

nRLQTsnRHTsRy

HHH

HHH      (5) 

Assuming that DPC is working properly (recall that due to the

triangular structure of L, DPC is able to cancel all the inter-

ference, this is why it is labeled as ZF-DPC), the instantane-

ous sum rate R is given by

uN

k

klsnrR
1

2

2 1log (6)

where  are the diagonal elements of the triangular L matrix

and snr is the common Signal to Noise Ratio. Therefore, the

optimization problem can be expressed as:

kl

Optimization criteria

Find R constrained to be block diagonal with R
H
R=I and

ii f Hr , that maximizes

uN

k
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where  are the diagonal elements of the triangular L associ-

ated to the QR decomposition of .

kl

LQHRH H

eq

Let us remark that previous relationship R
H
R=I transforms

eq. (6) in the standard problem with spatially uncorrelated

noise:

nLsnRLsy
H     (8) 

Solution

The set of beamformers ri that maximizes the rate in (6) for

high SNR are the eigenvectors related to the maximum eigen-

value of matrix :i

H

i HH
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H

ii rrHH max
   (9) 

Proof

For high SNR, the sum rate can be expressed as
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Therefore, we just need to maximize the last term that can be

expressed as a determinant

H

eqeq
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As the logarithm function is a monotonic increasing function,

the optimization criteria may be expressed as follows

ii

H
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Recall that R is constrained to be block diagonal because the

users perform linear combining separately from one another.

This constraint limits the determinant to the main diagonal of

the desired matrix. This point is critical because if we con-

sider the whole matrix, crossed terms depending on two dif-

ferent terminals’ beamformers appear. The constraint

 imposes that the optimization criteria just de-

pends on the main diagonal elements.

ii f Hr

Therefore, the original constrained optimization must be ex-

pressed as follows:
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The solution to this problem is very well known as the set of

eigenvectors associated with the maximum eigenvalues of the

corresponding matrices, as proposed in (9). 

It is very important to remark that this approach is non-

iterative and that receivers just need to estimate their own

channels. The main disadvantage could be the implementation

of DPC which is currently unknown and could be very com-

plex. In this sense, we propose substitute the DPC structure by

a vectorized Tomlinson-Harashima precoder as is described in

[11, 12]. However, the performance of this structure is out of

the scope of this paper. The results that we are going to show

will assume perfect DPC behavior and must be considered as 

an upperbound of more realistic implementations.

4. ANALYTICAL RESULTS AND SIMULATIONS

We have calculated through simulations the sum rate for 

all the methods described in the introduction section. Figure 2 

shows the performance of these methods for three users (and

three transmit antennas) and two antennas per terminal. It is 

important to remark that we have not included multiuser di-

versity in this analysis.

It can be observed that JADE and SVD perform quite

badly because in fact they are nor able to reduce the MAI

effect. They were defined for point to point communications,

therefore this performance is expected. Maximum transmit

SINR (labelled as MTx SINR) performs a little bit better but 

the most interesting behaviour is provided by the OSDM. It is

remarkable that our proposal labelled by ZF-DPC + BF has 

similar performance. It is important to have in mind that

OSDM is iterative between receivers and transmitter which

makes this contribution quite impractical. Obviously, DPC

and optimum beamforming show the best performance. Our

method is shown to be as good as optimum beamforming for

high SNR.

uN

k
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H
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1

2 detlog HQHS (14)

Equation 14 presents the sum rate for DPC where Sn is the

noise covariance matrix and Qk is the optimized covariance

matrices of different users. The sum rate for the beamforming

structure is given by equation 15
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Figure 2.  Comparison of some existing algorithms for multi-

user multiantennas schemes

Figure 3 shows for 6 transmit antennas and 6 users and differ-

ent number of receive antennas the ratio of our suboptimum

proposal in front of optimum DPC. The performance is simi-

lar for different number of antennas and is close to optimal for

low and high signal to noise ratios (SNR). For high SNR, it is

observed a saturation behavior stating that there will be a gap

between both approaches, as is seen in figure 2. Unfortu-

nately, for the most realistic interval of SNR between 0 and 10

dB, the ratio decreases, but it is always upper the 85 %.

Clearly the loss of performance increases with the number of

antennas, but in most mobile applications with 2 at the termi-

nals, the behavior will reach more than 90%.
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Fig.3. Relative gain of the suboptimum approach 

5. CONCLUSIONS

This paper presents a new approach to the broadcast channel

problem where the main motivation is to provide a subopti-

mum solution combining DPC with Zero Forcing precoder

and optimum beamforming design. The receiver design just

relies on the corresponding channel matrix (and not on the

other users channels) while the common precoder uses all the

available information of all the involved users. No iterative

process between transmitter and receiver is needed in order

to reach the solution of the optimization process. We have

shown that this approach provides near-optimum perform-

ance in terms of sum rate but with reduced complexity. An

open point is the practical implementation of DPC. We are

currently evaluating the performance of vectorized Tomlin-

som – Harashima [11, 12] in combination with the beam-

forming design. In this lattercase, beamformers are imple-

mented adaptively through the Generalized Side Lobes Can-

celler (GSLC) in order to cope with mismatched channel 

estimation errors.
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