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ABSTRACT

This paper presents a systematic study of early stopping criteria for
Turbo decoding. First, statistical analysis is carried out on numerous
hard/soft variables that may be used in an early stopping criterion.
Desirable variables are suggested based on their statistical proper-
ties. Simulation results show that any stopping criteria based on a
single variable will have BER/FER performance loss. Two criteria,
each of which uses two variables, are recommended in this paper and
neither of them will result in any performance loss. It is also shown
in this paper that the thresholds for these variables should be set to
be proportional to the logarithm of the block size instead of being
proportional to the block size.

1. INTRODUCTION

Turbo codes, invented in 1993 [1], have outstanding error correc-
tion performance, and have become one of the important research
topics. Turbo encoder and decoder structures are shown in Fig. 1
(a) and (b), respectively. A block of information bits u enter the
first Recursive Systematic Convolutional (RSC) encoder in sequen-
tial order while the interleaved sequence enter the second RSC en-
coder [1, 2]. A Turbo decoder contains two Soft Input Soft Out-
put (SISO) decoders associated with the two encoders, and the in-
terleavers and de-interleavers between them. Either the Maximum
a posteriori Probability (MAP)algorithm or the Soft Output Viterbi
Algorithm (SOVA) can be used for SISO decoders. Turbo decoding
is an iterative process with the exchange of reliability information.
Each decoder generates two outputs at each time instant. The extrin-
sic information output from one decoder is used as the intrinsic in-
formation for the other decoder after interleaving or de-interleaving.
.23 (k) denotes the extrinsic information generated by the j** de-
coder in i*" iteration. The Log Likelihood Ratio (LLR) output from
the 5" decoder in " iteration is denoted as ;7 (k).
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Fig. 1. Turbo encoder and decoder.
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In order to achieve a satisfactory performance, a certain num-
ber of iterations have to be performed in Turbo decoding. This re-

* This article contains information covered by a pending patent applica-
tion applied for by National Semiconductor Corporation, Santa Clara, CA,
95051.
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sults in low throughput, long decoding latency and large energy con-
sumption as well. In practice, a Turbo decoder may converge earlier
(before the preset maximum number of iterations is reached) when
the channel condition is good. Thus, a stopping criterion should be
employed to reduce the average number of iterations and hence the
decoding latency and power consumption. From an implementation
standpoint, a good stopping criterion should save as many iterations
as possible with no or negligible performance loss. In the meantime,
the hardware overhead should be negligible.

In this paper, a systematic study of early stopping criteria for
Turbo decoding is presented. First, statistical analysis is carried out
on numerous hard/soft variables to be used in early stopping criteria.
Good variables are suggested according to their statistical properties.
Simulation results show that any criteria based on a single variable
will have BER/FER performance loss. Two criteria, consisting of
two variables each, are recommended in this paper which do not
lead to performance loss. It is also shown that the thresholds for
these variables should be set to be proportional to the logarithm of
the block size instead of being proportional to the block size. The
simulation results presented in this paper are performed for Turbo
codes used in WCDMA systems.

2. LITERATURE OVERVIEW

Various criteria have been proposed in recent years for the early stop-
ping function in Turbo decoding. Many of them claim to perform
better than others based on some simulations. In this section, we
give a brief overview of these methods while their detailed analysis
is considered in the next section.

Cross Entropy (CE) Criterion. Hagenauer et al. [3] used a
threshold value on the Cross entropy between the output distribu-
tions of the two SISO decoders. For a Turbo decoder, it is shown in

[3] that the CE of iteration 4 can be approximated by,
K

) S L) — LZ'A(E)
T@) ~ ; o (1)
where K is the block size. The decoding process is stopped after
iteration ¢ for ¢ > 2, if T(7)
) <46 (2)

where T'(1) is the approximated CE after the first iteration.

Sign-Change Ratio (SCR) Criterion. Based on the concept of
CE, Shao et al. [4, 5] presented two simple and effective criteria,
known as SCR and hard-decision aided (HDA), respectively. SCR
evaluates the number of sign changes in the extrinsic information
between successive iterations, and the decoding process is stopped
after iteration ¢ for 2 > 2, if

% XK: (s(rizw) es(ri'?(h)) <0 3)

k=1
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where S (z) denotes the sign part of 2 and & denotes the XOR oper-
ation.

Hard-Decision Aided (HDA) Criterion. This criterion is pro-
posed in [4, 5]. It compares the decoded bits of the two successive
iterations. The decoding process is stopped after iteration ¢ fori > 2,
if S(L;;2(k)) = S(Ly, (), Vk € 1... K. “

HDAZ2 Criterion. The idea of HDA criterion is extended in
[6] and three new similar hard-decision aided criteria are proposed.
Among these three criteria, only one criterion has similar implemen-
tation complexity and the other two criteria require double or triple
implementation complexity. Therefore, only the first criterion is dis-
cussed in this paper. The decoding process is stopped after iteration
ifori > 2, if

S(LENE)) = S(LpP(k), Vk€ETL.K. )

HDA-DHDD Criterion. In [7], the original HDA criterion is
combined with another stopping criterion proposed in [8]. After it-
eration 7, the HDA criterion is accessed first. If the HDA criterion
is satisfied, the decoding process is stopped. If the HDA criterion is
not satisfied, the hard—d%cision-decrease (HDD) will be evaluated,

HDD =37 (S(Li2(k)) & S(Li, (k) ©)
k=1
and the process will be stopped, based on difference of hard-decision-
decrease (DHDD), after iteration ¢ for i > 3, if
DHDD' = HDD'"' — HDD' < . (7
This criterion should have larger performance loss than using HDA
only.

Sign Difference Ratio (SDR) Criterion. Extending the SCR
method, a new criterion called SDR is proposed in [9]. SDR evalu-
ates the number of sign differences between the intrinsic information
and the extrinsic information for the same SISO decoder in the same
iteration, and the decoding process is stopped after iteration ¢ for

1> 1,if o
” Z (S (k) @ S(LE(K)) < 0, ®)

SDR2 Crlterlon A similar criterion, proposed in [10], evalu-
ates the number of sign differences between the LLR and the sum
of the intrinsic and channel information, and the decoding process is
stopped after iteration ¢, for ¢ > 1, if

K

> (S @ SRR + Yo (k) =0 ©)

k=1

Min-LLR Criterion. The minimum of the absolute values of

the LLRs is first used in an early stopping criterion in [11, 12] and

is later presented in [6, 13].The decoding process is stopped after

iteration 7 for 7« > 1, if |L ( N> 6. (10)
<k<

Mean-LLR Criterion. The stopping criterion based on the mean
of the absolute values of the LLRs is presented in [6, 14, 15]. The
decoding process is stopped after iteration ¢ for ¢ > 1, if

Z‘Lzz

Sum-LLR Crlterlon In [16], the sum of the absolute values
of the LLRs is calculated to av01d a costly division operation in the
Mean-LLR criterion,

LfEZM k (12)

The decoding process is stopped after iteration ¢ for ¢ > 2, if
Si —Si—1 <0. (13)
Comb. Min-LLR & Sum-LLR Criterion. Min-LLR and Sum-
LLR criteria are combined in [16]. The decoding process is stopped
after iteration ¢ for ¢ > 2, if

(i - 571<0)||(m1§K|Lf;2(k)\>9) (14)

)| > 6. (1)

where || denotes the OR operation.

Decoding Metrics Criterion. Decoding metrics is proposed in
[11, 12]. It consists of three variables: the minimum of the absolute
values of the LLRs, the minimum of the absolute values of the ex-
trinsic information, and the number of the non-matching bits (NMb).
The idea of NMb is very similar to the SDR and SDR2. It evaluates
the number of sign differences between the LLRs and the extrinsic
information for the same SISO decoder in the same iteration. The
decoding process is stopped after iteration ¢ for ¢ > 1, if

( min L, (k)| > 01> & ( min Li’i(k)\ > 92)
1<k<K 1<k<K

K
& (Z (scLi7 ) @ (L)) < 9s> as)
k=1
where & denotes the AND operation.

Cyclic Redundancy Check (CRC) Criterion. CRC is intro-
duced as a stopping criterion in several papers. As this criterion is
not generally applicable, it is not discussed in this paper.

3. WHAT VARIABLES CAN BE USED FOR EARLY
STOPPING CRITERION?
In order to find suitable variables for designing a good early stopping
criterion, the relationship between the LLR, the extrinsic information
and the intrinsic information should be studied first.

As shown in Eq. 16 and Eq. 17, the LLR is composed of three
parts: L%J (k) is the extrinsic information to be sent to the other de-
coder, Ll J (k) is the intrinsic information received from the other
decoder, ‘and Y5 (k) is the channel information. The relationship be-
tween the LLR and the extrinsic information is shown in the follow-
ing equations:

Lpt(k) = Lt (k) + L}

ir

(k) + Ye(k) (16)

Ly (k) = L& (k) + L) (k) + Ya (k) an
where Y,(k) = L. - ys(k) with L. being the signal-to-noise ratio
(SNR). Among these three parts, Y (k) is fixed for every iteration,
while L& (k) and L% (k) are updated from iteration to iteration.
The following two equations show the simple relationship between
extrinsic information and the intrinsic information according to the
iterative decoding process:

Ly (k) = L' (k) (18)

Ly (k) = Ly (k) (19)
Substituting Eq. 18 and Eq. 19 into Eq. 16 and Eq. 17, the following
two equations can be derived:

Lyt (k) = Li (k) + L2 (k) + Ya(k) (20)

Ly (k) = L (k) + L (k) + Ya(k). @n
Two types of variables, hard variables and soft variables, can
be constructed using the above equations. Hard variables refer to
the variables that can be categorized as the number of mismatched
sign bits. Table 1 summarizes some possible combinations for con-
structing these variables. As shown in this table, six variables have
already been used in the literatures, and two brand-new variables are
constructed by using combinatorics. Hard variables can also be func-
tions of the number of mismatched sign bits as the DHDD used as an
early stopping criterion [8], or as a part of the early stopping criterion
[7]. Soft variables refer to the variables that are functions of the soft
information, where the soft information can be cross entropy, LLR,
intrinsic information or extrinsic information. Table 2 summarizes
some soft variables that have been used in the literatures.
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sign ikabJe dkc.PRssiblasighoices [of ik@rd [valablEs.  Note
bit 1 no. no. bit 2 no. no.
S(Lea) [ 2 S(Lew) i— 1 2 SCR [4, 5]
S(L1,) i p) S(T1,) i—1 | 2 HDA [4, 5]
S(L1,) i 1 S(T1) i 2 HDA2 [6]
S(Tew) | 3 i S(Tin) 7 b SDR [9]
ML) | 7 | J | STint Y | 7 SDR2 [10]
S(T1,) i 7 S(Lex) i J NMb [11, 12]
S(Li,) i 7 S(Lin) i 7 new! SDR3
S(Lez) i 7 S(Livn + Y- i 7 new! SDR4
Table 2. Possible choices of soft variables.
func. soft iter. dec. Note
info. no. no.
mean L, i K Mean-LLR [6, 14, 15]
sum. Ly, 7 7 Sum-LLR [16],
Comb.Min-LLR & Sum-LLR [16]
min. L, [ 7 Min-LLR [6, 13],
Comb.Min-LLR & Sum-LLR [16],
part of Decoding Metrics [11, 12]
min. Lea 7 7 part of Decoding Metrics [11, 12]
CE [ 2 CE [3]

4. STATISTICAL ANALYSIS OF TESTING VARIABLES
In order to determine which variables perform better, a statistical
analysis is carried out on ten variables, hard or soft. First, the values
of these variables at the ideal stopping point are collected. Then,
the mean p and standard deviation o are computed based on the
collected values. The results are summarized in Table 3, Table 4 and
Table 5 for different block sizes K, covering short, medium and long
block sizes, respectively. Neither Mean-LLR nor Sum-LLR is listed
in these tables as their variances are significantly larger than that of
Min-LLR.

The standard deviation of a variable is used as a major indicator
of overall early stopping performance. It should be as small as pos-
sible, since a large standard deviation causes more variation in the
observed variable and hence makes it difficult to set a tighter thresh-
old, which makes the variable less useful. In Table. 3, Table. 4 and
Table. 5, the following observations have been made:

e The standard deviation of HDA?2 variable is always the small-
est for all block sizes, indicating its good performance re-
gardless of the block size. It has been verified through our
extensive simulation that using HDA2 generally outperforms
all other stopping criteria using single variable.

e The standard deviations of NMb and Min-LLR variables are
also very small for all block sizes, indicating they will also
result in good early stopping performance, which again has
been verified through our simulation.

e The standard deviation of CE variable decrease rapidly with
the increase in the block size K, indicating that it is only
suitable as an early stopping criterion for larger block sizes,
which is also confirmed in our simulation.

e The standard deviations of all other variables are pretty sim-
ilar and worse than the variables that have been discussed
above. This explains their poorer performance from our sim-
ulation.

The implementation complexity should also be taken into ac-
count. The most complex stopping variable is CE, followed by SCR
and HDA?2 since they require to save the signs (of either L., or L;,)
of the previous iteration or half iteration. All the other variables have
relatively low complexity.

Fig. 2 and Fig. 3 show the frame-error rate (FER) and bit-error
rate (BER) performance with various stopping criterion when block
size is 40. The unrealizable ideal stopping criterion is included for
performance comparison purpose. It stops the iterative decoding
process as soon as it finds out that all the bits in a data block have

Table 3. Statistics of various variables (K = 200).

SCR SDR SDR2 SDR3 SDR4
I 18.8 4.9 1.2 4.2 3.6
o 14.6 5.8 2.1 4.8 4.9
NMb | HDA2 CE Min-LLR | Min-Lex
" 0.72 0.03 5.36 2.12 8.62
o 2.1 0.34 11.1 1.85 4.25

Table 4. Statistics of various variables (K = 1000).

SCR SDR SDR2 SDR3 SDR4
I 36.1 8.53 1.64 7.8 6.03
o 23.9 8.81 3.24 7.9 7.17

NMb | HDA2 CE Min-LLR | Min-Lex
I 0.72 0.00 1.29 1.72 10.3
o 1.57 0.08 3.20 1.69 4.33

been correctly decoded, based on the foreknowledge of the transmit-
ted bits. HDAZ2 criterion is included to show the FER and BER per-
formance of the best single-variable criterion. As shown in these two
figures, there is still performance loss compared to the ideal stopping
criterion. When HDA?2 variable is combined with NMb variable,
there is no observable performance loss. Combining NMb variable
with Min-LLR variable also results in no performance loss from the
ideal criterion. These two example criteria, (HDA2, NMb) and (Min-
LLR, NMb), clearly show that a good early stopping criterion has to
be constructed with more than one variables. However, most criteria
in the literature used only one variable [5, 4, 6, 9, 10, 14, 15, 13].

Setting the threshold for the variables is an important issue which
has not been addressed so far. In the past, researchers have used
threshold that is proportional to the block size, such as SCR [4, 5]
and SDR [9]. We found out that the mean of the testing variable
should be taken into consideration when setting the threshold. As
shown in Table 3, Table 4 and Table 5, the means of SCR and SDR
are approximately proportional to the logarithm of the block size.
This suggests that the thresholds for these two criteria should be set
to be proportional to the logarithm of the block size. Similar analysis
has been performed for all other variables. For the two considered
criteria, (HDA2, NMb) and (NMb, Min-LLR), the thresholds for in-
dividual variables are set as follows:

Onne = [log,(N/256) | (22)
Ogpaz =0 (23)
Orrn—rin = (15.0 — [logy(N)])/4.0. 24)

Next, the average savings in the number of iterations are shown
in Fig. 4 as a percentage of the maximum number of iterations, which
is set to be 8 in our simulations. On the average, all these stopping
criteria can save more than 60% computations. In particular, the
(HDA2, NMb) criterion has a stopping delay, as compared to the
ideal criterion, of almost always half an iteration, that is 6.25% when
the maximum number of iterations is 8. The HDA2 criterion saves
about 1% more iterations than the (HDA2, NMb) criterion, whereas
the (Min-LLR, NMb) criterion saves about 5% less iterations than
the (HDA2, NMb) criterion.

The two criteria (HDA2, NMb) and (Min-LLR, NMb), are sug-
gested in this paper as they cause no performance loss. In addition,
they achieve optimal tradeoffs between implementation complexity
and average savings in the number of iterations. The (HDA2, NMb)
criterion is able to save more iterations. However, it has higher com-
plexity as it needs to store all the sign bits of the LLRs computed

Table 5. Statistics of various variables (K = 5000).

SCR SDR SDR2 SDR3 SDR4
M 70.1 12.1 1.56 11.2 7.21
o 52.5 13.1 3.3 12.0 11.0

NMb | HDA2 CE Min-LLR | Min-Lex
I 0.94 0.00 0.28 1.43 12.1
g 1.58 0.00 0.70 1.47 4.42
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Fig. 2. BER for various stopping criteria.
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Fig. 3. FER for various stopping criteria.

by SISO decoder 1. In order to make a final decision on the stop-
ping criterion, the block size and the application-specific constraints
should be studied as well.

5. CONCLUSIONS

A systematic study of early stopping criteria for Turbo decoders has
been presented. Statistical analysis has shown that some variables
have better statistical properties than others. It has been pointed out
that any criteria based on a single variable will have BER/FER per-
formance loss. Two criteria have been recommended in this paper
and neither of them will result in any performance loss. It has also
been proposed that the thresholds for these variables are better set to
be proportional to the logarithm of the block size instead of being
proportional to the block size.

Average savings in percentage
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Fig. 4. Average savings in percentage for various stopping criteria.
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