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ABSTRACT

In this paper, we propose a low-complexity circular period-
icity transform (CPT) for human iris identification. The pro-

posed CPT enhances the standard periodicity transform by en-

abling the extraction of a wide spectrum of periodic patterns

hidden in human iris. A computation-efficient architecture is

developed for accurate iris identification with minimal hard-

ware cost. The CPT-based iris identification system achieves

up to 99.2% recognition rates with 21.8%− 56.2% reduction

in computation complexity as compared with the standard pe-

riodicity transform. The proposed CPT in combination with

architecture optimizations address the challenges in single-

chip implementation of biometric systems.

1. INTRODUCTION

Biometric recognition has become the key technology in var-

ious secure identification and personal verification systems.

Biometric systems exploit distinctive physiological (face, fin-

gerprints, iris, etc.) or behavioral (gait, handwriting, etc.) fea-

tures for automatically recognizing individuals. Among these

features, human iris possesses a higher level of complexity

and uniqueness than many other biometrics [1]. Hence, iris

identification is becoming a promising biometric solution to

address the ever growing demand on individual authentica-

tion.

Existing iris identification systems [2], [3] are built upon

standard decomposition algorithms such as wavelet transform.

Wavelet transform decomposes data sequences using a set of

scaling functions at various resolution levels. This approach is

effective in characterizing scaling similarities inherent in uni-

form texture. Human iris is composed of annular texture that

is intuitively different from uniform texture. Statistical analy-

sis reveals substantial repetitive patterns in concentric circles

of human iris. Standard wavelet transform and its derivatives

do not explicitly search for such patterns.

Our past work [4] utilizes a time-domain algorithm, called

the periodicity transform (PT) [5], to extract the intrinsic fea-

This research was supported in part by the University of Connecticut

Faculty Research Grant 446751.

tures in human iris. Periodicity transform was developed pri-

marily to study the mathematical significance of periodici-

ties, repetitions and regularities. However, standard PT is

inadequate in analyzing low-frequency periodic components,

which account for a small but essential portion of biometric

information in human iris. In this paper, we propose an al-

gorithm improvement referred to as the circular periodicity
transform (CPT). It is shown that the proposed CPT is capa-

ble of extracting a wide spectrum of periodic components in

human iris. With the emerging applications such as homeland

security, VLSI implementation of biometric systems becomes

almost the only scalable solution to sustain the increasing

demand on real-time performance. A low-complexity CPT

architecture is developed for accurate iris identification with

minimal computation cost. The CPT-based iris identification

system achieves up to 99.2% recognition rates with 21.8% −
56.2% reduction in computation complexity as compared with

the standard PT.

2. PERIODICITY TRANSFORM

The periodicity transform (PT) [5] detects repetitive patterns

in a sequence by projecting the sequence onto periodic sub-

spaces Sp, p ≥ 1, where

Sp = {x(k) : x(k + p) = x(k) for all integers k}. (1)

The periodic subspace Sp is spanned by a set of p-periodic

basis vectors δs
p(j), defined as

δs
p(j) =

{
1 if (j − s) mod p = 0,

0 otherwise,
(2)

where j is the time index and s = 0, 1, . . . , (p− 1) represents

the time shift.

From (2), 〈δs1
p , δs2

p 〉 = 0 for s1 �= s2, where 〈·〉 denotes

the inner product defined as 〈x, y〉 =
∑

k x(k)y(k). Thus,

the basis vectors δs
p, s = 0, 1, . . . , (p − 1), are orthogonal of

each other in subspace Sp.

Let x = {x(0), x(1), . . . , x(N − 1)} be an N -point se-

quence. The PT projects x onto periodic subspaces Sp, p ≥ 1.
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The resulted component at Sp, denoted by xp, is a linear com-

bination of the basis vectors δs
p, i.e.,

xp = λ0
pδ

0
p + λ1

pδ
1
p + . . . + λp−1

p δp−1
p , (3)

where Λp = {λ0
p, λ

1
p, . . . , λ

p−1
p } is the coefficient set, calcu-

lated by

λs
p =

1
N/p

N−1∑
k=0

x(k)δs
p(k), s = 0, 1, . . . , p − 1. (4)

According to the projection theorem [5], the original se-

quence x can be approximated by a sum of periodic compo-

nents xp, p ≥ 1. These periodic components characterize the

repetitive patterns in sequence x.

3. IRIS IDENTIFICATION VIA CIRCULAR
PERIODICITY TRANSFORM (CPT)

In this section, we present an iris identification solution based

on the circular periodicity transform (CPT). The proposed

CPT enables us to extract a wide spectrum of periodic com-

ponents inherent in human iris. We also discuss an algorithm

transformation for low-complexity implementation.

3.1. Circular Periodicity Transform (CPT)

Human iris as shown in Fig. 1(a) exhibits a regular annular

texture. The data sequence collected from a concentric cir-

cle exhibits strong repetitive patterns (see Fig. 1(b)), whereas

different concentric circles contain less discernible but statis-

tically significant variations in repetitive patterns. Employing

periodicity transform, we can extract these repetitive patterns

by projecting the concentric circles onto various periodic sub-

spaces.

Standard PT as expressed in (3), (4) relies upon time-

domain correlations with basis vectors to extract the periodic

components hidden in a data sequence. For low-frequency

components (large values of p), only a few data samples are

available for correlation computation. For example, if p >
N/2, where N is the length of data sequence, at most only

two data samples will be calculated for each time shift s (see

(4)). Thus, standard PT is not feasible to extract low-frequency

components. Due to this constraint, the maximum period pmax

for decomposition is typically chosen to be less than N/2.

Low-frequency periodic components (e.g., p > N/2) con-

tain essential biometric information of human iris. Hence, we

need an effective method to exact these components for reli-

able iris identification. In this paper, we propose a circular

periodicity transform (CPT) for this purpose.

Consider a circular data sequence xc obtained by repeat-

ing an N -point sequence x periodically outside its bound-

aries, i.e.,

xc(k) = x(k mod N), (5)

(a)

(b)

Fig. 1. Human iris samples. (a) Iris image. (b) A date se-

quence collected from the concentric circle of the iris image.

where k is the time index. The circular periodicity transform

of sequence x is defined as

xc
p = ϑ0

pδ
0
p + ϑ1

pδ
1
p + . . . + ϑp−1

p δp−1
p , (6)

ϑs
p =

1
N

pN−1∑
k=0

xc(k)δs
p(k), (7)

where xc
p is the p-periodic component of xc and ϑs

p, s =
0, 1, . . . , p − 1, are the coefficients of CPT.

From (5), xc is an N -periodic sequence. According to the

projection theorem [5], xc can be approximated by a sum of

periodic components xc
p with periods smaller than N , i.e.,

xc ≈ xc
1 + xc

2 + . . . + xc
N−1, (8)

where xc
p, p = 1, 2, . . . , N − 1, are given by (6).

It can be shown that for small periods (e.g., p is a frac-

tion of N ), ϑs
p = λs

p, where λs
p is obtained from standard

PT on sequence x (see (4)). Thus, xc
p = xp indicating that

the proposed CPT preserves the decomposition results of PT

for high-frequency components. Additionally, the proposed

CPT is able to extract low-frequency components, say xc
p for

p > N/2. These low-frequency components are also a part of

sequence x. As a result, by combining PT for high-frequency

components and CPT for the other side, we can effectively
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extract a wide spectrum of periodic components in human iris

for reliable iris identification.

3.2. Algorithm Transformation for Low-Complexity Im-
plementation

The implementation of CPT is computation intensive due to

the correlations involved in projecting data sequences onto

periodic subspaces over different time shifts. In this section,

we discuss an algorithm transformation that significantly re-

duces the computation cost of CPT.

Consider two periodic subspaces Sp and Sq, where p is a

factor of q,

q = mp,m > 1. (9)

From (7), the projection of sequence xc onto periodic sub-

space Sp can be expressed as

Nϑs
p =

Np−1∑
k=0

xc(k)δs
p(k) =

N−1∑
k=0

xc(s + kp)

=
m−1∑
i=0

⎡
⎣(N/m)−1∑

j=0

xc(s + (mj + i)p)

⎤
⎦ , (10)

where s is the time shift ranging from 0 to p − 1. The last

equation in (10) is obtained by substituting k = {mj, mj +
1, . . . ,mj + (j − 1)} for 0 ≤ j ≤ (N/m) − 1. Employing

(9), the sum inside the brackets can be rewritten as

(N/m)−1∑
j=0

xc(s + (mj + i)p)

=
(N/m)−1∑

j=0

xc((s + ip) + jq) =
N

m
ϑs+ip

q . (11)

Substituting (11) into (10), we get

ϑs
p =

1
m

m−1∑
i=0

ϑs+ip
q . (12)

We prove in (12) that the CPT projections of sequence xc

onto subspace Sp can be obtained directly from the projec-

tions at subspace Sq, provided that p is a factor of q (see (9)).

This greatly simplifies the computation of CPT. We can em-

ploy a similar approach in [4] by partitioning all the periodic

subspaces into a few prime subspaces, i.e.,

Si =
⋃
i

Smi, (13)

where Si is a prime subspace and i is a prime number. Ap-

plying (12) in each prime subspace, the CPT projections at

Si can be derived from the CPT projections at Sm1i, and the

CPT projections at Sm1i can be derived from those on Sm2i

(m1 is a factor of m2) and so on. It can be shown that as

many as half of the CPT projections can be obtained using

(12) without performing computation-intensive correlations.
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Fig. 2. The proposed iris identification system. (a) Signature

generation unit. (b) CPT architecture.

4. IMPLEMENTATION AND PERFORMANCE
EVALUATION

Employing the proposed CPT, we develop a computation-

efficient iris identification system. The system extracts in-

trinsic iris features using low-complexity CPT and encodes

these features into a biometric signature. The iris signature is

identified through signature matching logic.

The signature generation shown in Fig. 2 employs the Best
Correlation criterion [5] to decompose iris data sequences.

Here, xRk
denotes the data sequence collected from the con-

centric circle Rk of an iris image. The periodic subspaces

are partitioned into prime subspaces (see (13)). Within each

prime subspace, the correlations between xRk
and periodic

basis vectors are calculated using (12). Note that there are

multiple ways to partition the prime subspaces. For example,

S6 can be assigned to either S2 or S3. This provides flexibil-

ity to balance the computation load among prime subspaces

in order to optimize the overall performance.

Figure 2(b) shows the architecture for implementing CPT

on an example prime subspace, S2, assuming that the length

of xRk
is 17. Note that xc

Rk
is the circular version of xRk

obtained from (5). The projection vector {ϑ0
16, ϑ

1
16, . . . , ϑ

15
16}

denotes the 16-periodic component extracted from xc
Rk

using
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Fig. 3. Experimental results. (a) Residual errors after the

standard PT. (b) Energy distribution of the periodic compo-

nents extracted by the proposed CPT.

CPT. Once this component is calculated, the projections onto

other periodic subspaces Sp in S2 can be derived directly us-

ing (12) without performing the redundant correlations. Thus,

the proposed CPT-based architecture is able to eliminate up

to 50% of the correlations. This highly parallel and resource-

sharing architecture performs efficient computation without

incurring any performance degradation.

The periodic components extracted from the sequences

xR1 , xR2 , . . . , xRn
characterize the intrinsic features of hu-

man iris. These components are encoded into a biometric sig-

nature [4] and compared against the enrolled iris signatures

in the database. Iris identification employs a minimum-mean-

squared-error (MMSE) estimator to quantify the difference

between iris signatures.

We evaluate the performance of the proposed iris identifi-

cation system using the CASIA iris image database [6]. Fig-

ure 3(a) shows the residual errors after performing standard

PT on a data sequence (N = 500) collected from the concen-

tric circle of an iris image. In comparison with Fig. 1(b), the

residual errors contain a substantial amount of low-frequency

components. Figure 3(b) shows the energy distribution of all

the periodic components extracted by CPT, where the low-

frequency components (P > N/2) have been successfully

extracted. Table 1 compares the performance under differ-

ent sets of design specifications. Here we choose the num-

ber of data sequences from two to eight. As the number of

data sequences increases, error rates are reduced from 13.5%
to 0.81% because more iris features are taken into account.

Furthermore, the computation complexity (measured in the

number of addition operations) is also reduced from 21.8% to

56.2% as compared with standard PT. This is due to the fact

that as pmax increases with the number of data sequences, we

Table 1. Performance of iris identification.
Date Set 2 4 6 8

pmax 150 240 440 600

Error Rate (%) 13.5 6.3 2.4 0.81

Savings (%) 21.8 39.7 49.3 56.2

have flexibility to partition prime subspaces and consequently

more redundant correlation computations can be eliminated.

Note that the error rates are improved by about 10% from the

previous system [4] where low-frequency components were

not accounted for. Also, this system is less affected by the

irrelevant information such as eyelids and eyelashes, which

results in about 10% pre-processing failures in a 2-D wavelet

based identification system [2]. The repetitive patterns can

be reliably extracted from the incomplete concentric circles

obstructed by eyelids and eyelashes.

5. CONCLUSIONS

The ever growing demand on individual authentication presents

an opportunity for single-chip implementation of biometric

systems. In this paper, we propose a low-complexity circular
periodicity transform (CPT) for human iris identification. The

proposed CPT enhances the standard periodicity transform by

enabling the extraction of a wide spectrum of periodic pat-

terns hidden in human iris. A computation-efficient architec-

ture is developed for accurate iris identification with minimal

hardware cost. Future work is being directed towards single-

chip silicon integration of the proposed CPT-based iris identi-

fication system. More detailed studies, such as power-speed-

complexity tradeoffs, single-chip design issues, and compari-

son with the existing systems will be carried out.
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