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ABSTRACT

This paper presents multiple windows with suppressed side-
lobes that approximate a time-frequency kernel. The multiple
windows are given from the eigenvalue decomposition of the
time-lag kernel. By using a penalty matrix both in time- and
frequency domain and solving a generalized eigenvalue prob-
lem, the multiple windows are achieved. Examples are given
and the resulting sidelobe suppression and the number of win-
dows needed are analysed.

1. INTRODUCTION

The area of time-frequency analysis is well covered in the sig-
nal processing literature and a large number of time-frequency
kernels are proposed for various types of applications. Using
eigenvalues and eigenvectors of the rotated time-lag kernel
the resulting multiple window spectrogram is the smoothed
Wigner-Ville estimate, [1, 2]. To make this interpretation use-
ful from the computational aspect the number of calculated
spectrograms have to be reasonable, i.e., the number of eigen-
values differing from zero has to be few, [3, 4].

The phrase multiple windows were originally introduced
by Thomson, [5], for the case of stationary processes with
smooth spectra. The advantage of the Thomson multiple win-
dows are the sidelobe suppression outside a predetermined
frequency interval which gives the resolution. Other methods
have been proposed, [6, 7]. In [7] a penalty function was in-
troduced to suppress sidelobes of the spectrum outside a cer-
tain predetermined frequency interval when the shape of the
spectrum had a specific shape.

In this paper we use the same idea to suppress the side-
lobes of the multiple window spectrogram outside a certain
frequency interval as well as a certain time interval. The idea
can be used to suppress sidelobes of other time-frequency ker-
nels and at the same time reduce the number of spectrograms
needed to be calculated in a multiple window interpretation.
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2. SPECTROGRAM DECOMPOSITION OF
TIME-FREQUENCY KERNELS

The time-frequency distribution of the signal x(t) is calcu-
lated by

W (t, ω) =
1

(2π)2

∫ ∫
G(t − t′, τ)Gx(t′, τ)dt′e−jωτdτ

(1)
where G(t, τ) is the time-lag kernel given from the inverse
Fourier transform of the kernel φ(θ, τ) in the first variable,

G(t, τ) =
∫

φ(θ, τ)e−jθtdθ, (2)

and Gx(t, τ) is the instantaneous autocorrelation

Gx(t, τ) = x(t + (τ/2))x∗(t − (τ/2)). (3)

The time-lag kernel is rotated according to

R(t1, t2) = G(
−t1 − t2

2
, t1 − t2), (4)

and Eq. (1) is rewritten as an inner product, W (t, ω) =∫ ∫
x(t+ t1)e−jω(t+t1)R(t1, t2)x∗(t− t2)ejω(t+t2)dt1dt2.

(5)
The kernel R(t1, t2) corresponds to a linear operator R̃ with
a spectral representation

R̃ =
I∑

i=1

λiPi, (6)

where λi are the corresponding eigenvalues and

{Pix =< x, ui > ui}I
i=1 (7)

are the orthonormal projections onto {ui}I
i=1 which are the

corresponding eigenvectors. Using the eigenvalues and eigen-
vectors Eq. (5) is rewritten as a weighted sum of spectro-
grams,

W (t, ω) =
I∑

i=1

λi|
∫

x(t + t1)e−jω(t+t1)u∗
i (t1)dt1|2. (8)
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Using discrete-time data, the solution is given from

Rqi = λiqi, i = 1 . . . N, (9)

where R is the sampled matrix of size N × N correspond-
ing to R(t1, t2). The eigenvalues are ordered according to
λ1 ≥ λ2 ≥ . . . ≥ λN . The eigenvectors corresponding
to the I largest eigenvalues are used as windows, ui = qi,
i = 1 . . . I .

2.1. Example

A time-lag kernel defined as

G(t, τ) =
ω0

2π
sinc(

ω0τ

2π
), − t0

2
≤ t ≤ t0

2
, (10)

which corresponds to a time-frequency kernel (TF kernel)
shaped as a box of level one both in the time- and frequency
domain limited by −ω0

2 ≤ ω ≤ ω0
2 and − t0

2 ≤ t ≤ t0
2 . The

sample size of the corresponding rotated time-lag matrix R is
N = 128 and the box is limited by ω0 = 2π8/256 = 0.22
and t0 = 8. These values are used throughout the paper. The
eigenvalues of the rotated kernel are seen in Fig. 1a. The num-
ber of eigenvalues that need to be included in the sum of spec-
trograms is I = 86 according to an simple criteria where I is
the smallest number of windows fulfilling,

∑I
i=1 λi∑N
i=1 λi

≥ 0.99. (11)

In Fig. 1b, the three first eigenvectors are depicted and in
Fig. 1c and d, the resulting TF-kernel using I = 86 windows
is depicted from the frequency axis and time axis respectively.
The positive values of the TF-kernel are plotted in dB-scale.
Negative values of the TF-kernel are not considered in the
plots as the main aspect is the sidelobe height. The sidelobes
of the kernel are around -20 dB. The aim is to decrease these
outside a predetermined time-frequency area.

3. SIDELOBE SUPPRESSION USING PENALTY
FUNCTIONS

3.1. Frequency sidelobe suppression

A penalty function defined as

SL(ω) =
{

L | ω |> ωK

2
1 | ω |≤ ωK

2

(12)

is used to decrease the leakage from the sidelobes outside
the frequency interval of width ωK of the multiple windows
in [7]. The corresponding covariance function is given by a
Toeplitz covariance matrix, (time-independent), RL.
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Fig. 1. a) Eigenvalues, b) The first three eigenvectors, c) The
resulting TF kernel from the frequency axis, d) The resulting
kernel from the time axis

The solution with respect to ui is the set of eigenvectors
of the generalized eigenvalue problem

Rqi = λiRLqi, i = 1 . . . N. (13)

The ideal window functions fulfill the relationship

I∑
i=1

λi | Ui(ω) |2= S−1
L (ω), −π ≤ ω ≤ π, (14)

and, if L is large, the sidelobes in the frequency domain of
|Ui(ω)|2 outside the interval ωK is suppressed by this factor.

The frequency domain suppression is exemplified by us-
ing the previous matrix R and a predetermined frequency in-
terval of ωK = 2π60/256 = 1.47 and the suppression param-
eter L = 10

30
10 (30 dB). The resulting eigenvalues and eigen-

vectors are depicted in Fig. 2a and b. The number of eigen-
values used to fulfill the criteria of Eq. (11) is I = 23. The
sidelobe supression is clearly seen in Fig. 2c but in Fig. 2d the
time domain sidelobes are now larger.

3.2. Time domain sidelobe suppression

To design a penalty function for the time domain we study
the rotated time-lag kernel which has the structure of a time-
dependent covariance matrix. A time penalty matrix is de-
fined as in Fig. 3 where the aim is to suppress everything out-
side a certain time interval both in the time- and lag-variable.
The level inside the square is one and outside the level is L.
The size of the square is tK × tK . An example is shown in
Fig. 4 where the penalty matrix RL of Eq. (14) is replaced
with the matrix of Fig. 3 using tK = 60 and L = 10

30
10 (30
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Fig. 2. a) Eigenvalues, b) The first three eigenvectors, c) The
resulting TF kernel from the frequency axis, d) The resulting
kernel from the time axis

dB). The resulting used number of windows is I = 43 and
it is seen that the suppression in the time domain of the TF
kernel (Fig. 4d) is large but in the frequency domain (Fig. 4c)
no suppression is received. The conclusion of these two ex-
emples is that the two penalty functions should be combined.
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Fig. 3. Time domain penalty function

3.3. Time- and frequency sidelobe suppression

The previous examples show clearly that a penalty function
suppressing both in time and frequency is needed. One sug-
gestion is to combine the two penalty matrices using the Hada-
mard product, i.e. entrywise product. The resulting matrix is
used as RL. Using the same parameters as in the previous
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Fig. 4. a) Eigenvalues, b) The first three eigenvectors, c) The
resulting TF kernel from the frequency axis, d) The resulting
kernel from the time axis

example give eigenvalues and eigenvectors shown in Fig. 5a
and b. The number of windows used is I = 7 which is a
reasonable number of spectrograms to calculate. The result-
ing sidelobes of the TF kernel, shown in Figure 5c and d are
around -35 dB both in time- and frequency domain.

4. EVALUATION

Different parameter values are chosen and the multiple win-
dows are calculated. The number of eigenvalues needed is
computed using Eq. (11). The resulting TF kernel is calcu-
lated and normalized to a highest level of 0 dB. The height of
the highest sidelobe is measured outside the time-frequency
area defined by tK = 60 and ωK = 2π60/256 = 1.47. The
parameter L is varied between 5 and 40 dB. The resulting
number of windows Icase needed as well as the highest side-
lobe, given as Acase dB, are presented for the three different
cases, case 1: only frequency sidelobe suppression, case 2:
only time-domain sidelobe suppression, case 3: time- and fre-
quency sidelobe suppression. The result is seen in Table 1.
The gain of using suppression both in time and frequency is
about 10 dB and the number of windows to achieve this is
reasonable.

In the next evaluation the penalty function parameter L is
kept constant at 20 dB and the area limited by tK and ωK is
varied. A small area, close to the box size is difficult for the
method suppressing both in time and frequency for obvious
reasons, the demand on the function is impossible to fulfill. In
the case of tK/ωK = 30/0.74 the third method use just one
window achieving the same suppression as where the other
methods use 13 and 24 windows respectively.
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Fig. 5. a) Eigenvalues, b) The first three eigenvectors, c) The
resulting TF kernel from the frequency axis, d) The resulting
kernel from the time axis

10 log10(L) I1/A1 I2/A2 I3/A3

5 68/-23 74/-22 56/-21
10 44/-25 59/-21 33/-25
15 29/-24 50/-21 17/-29
20 25/-23 45/-21 10/-32
25 24/-24 44/-24 8/-30
30 23/-23 43/-24 7/-36
35 22/-23 43/-24 7/-32
40 21/-24 43/-24 7/-34

Table 1. Number of windows and sidelobe suppression for
different values of L for the different cases
.

5. CONCLUSIONS

A novel way of suppressing sidelobes outside a predetermined
time- and frequency area of a TF kernel is presented. The
method combine one matrix for frequency sidelobe supres-
sion and one matrix for time domain suppression using the
Hadamard product. The advantage is that multiple windows
with suppressed sidelobes can be used to calculate the TF es-
timate and that only a few spectrograms need to be calculated
and summed.

tK/ωK I1/A1 I2/A2 I3/A3

10/0.24 20/-5.6 22/-8.4 21/-1.7
20/0.49 9/-10 18/-11 16/-4.5
30/0.74 13/-17 24/-17 1/-16
40/0.98 17/-16 31/-17 4/-29
50/1.23 21/-17 38/-18 7/-30
60/1.47 25/-23 45/-21 10/-32
70/1.72 29/-27 49/-21 15/-31
80/1.96 31/-28 56/-22 20/-29

Table 2. Number of windows and sidelobe suppression for
different values of tK and ωK for the different cases
.

6. REFERENCES

[1] M. G. Amin, “Spectral decomposition of time-frequency
distribution kernels,” IEEE Trans. on Signal Processing,
vol. 42, no. 5, pp. 1156–1165, May 1994.

[2] G. S. Cunningham and W. J. Williams, “Kernel decom-
position of time-frequency distributions,” IEEE Trans. on
Signal Processing, vol. 42, pp. 1425–1442, June 1994.

[3] S. Aviyente and W. J. Williams, “Multitaper reduced in-
terference distribution,” in Proc. of the tenth IEEE Work-
shop on Statistical Signal and Array Processing. IEEE,
2000, pp. 569–573.

[4] W. J. Williams and S. Aviyente, “Spectrogram decompo-
sitions of time-frequency distributions,” in Proc. of the
ISSPA. IEEE, 2001, pp. 587–590.

[5] D. J. Thomson, “Spectrum estimation and harmonic anal-
ysis,” Proc. of IEEE, vol. 70, no. 9, pp. 1055–1096,
September 1982.

[6] K. S. Riedel and A. Sidorenko, “Minimum bias multiple
taper spectral estimation,” IEEE Trans. on Signal Pro-
cessing, vol. 43, no. 1, pp. 188–195, January 1995.

[7] M. Hansson and G. Salomonsson, “A multiple window
method for estimation of peaked spectra,” IEEE Trans.
on Signal Processing, vol. 45, no. 3, pp. 778–781, March
1997.

III  435


