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ABSTRACT

A theoretical basis for optimal multichannel speech enhancementis

presented, sufficient, flexible to be used with any assumed statistical

model and optimality criterion. Any Bayesian optimal one-channel

estimator for speech enhancement can be generalized to the multi-

channel case as a sequentially constructed minimum variance dis-

tortionless response (MVDR) beamformer followed by an optimal

one-channel postfilter. We present experimental results using the

minimum mean-square error log-spectral amplitude (MMSE-logSA)

optimality criterion, applied to a statistical model with simplified

channel but realistic inter-microphone noise coherence. Word error

rate in the audio-visual speech in a car (AVICAR) corpus (moving

car, windows open) is reduced from 18% to 9%.

1. INTRODUCTION

In recent years, many systems have used multi-microphone arrays

for the task of speech enhancement and robust speech recognition.

However few approaches have presented a theoretical basis for the

optimal multichannel speech enhancement under assumed statisti-

cal models of source speech signal and noise. One of the few pub-

lished systems that considers a theoretical basis is that of Simmer

et al. [1], which extends the Wiener estimator for the case of multi-

microphone estimation. They showed that multi-microphone mini-

mum mean-square error (MMSE) spectral estimation can be factored

into a minimum variance distortionless response (MVDR) beam-

former followd by a single-microphone Wiener postfilter. Lotter et

al. [2] tried to derive the spectral amplitude estimator using MMSE

and maximum a posteriori (MAP) criteria, under the assumption that

there is no correlation between noise spectral components of differ-

ent microphones. In practice, at frequencies and microphone spac-

ings of interest in practical systems, noises are correlated. Balan and

Rosca [3] showed that multi-microphone MMSE spectral amplitude

estimation can be factored into a beamforming-like sufficient statis-

tic followed by a single-microphone postfilter. The sufficient statistic

approach is based on the assumption that the whole impulse response

from speaker to microphones can be estimated before applying the

postfilter, but this blind channel identification problem is known to

be very hard.

In this paper, we try to find a generalized optimal speech enhance-

ment technique using the idea of a sufficient statistic, and as a re-

sult we introduce a sequentially cascaded MVDR beamforming tech-

nique followed by various well-known Bayesian optimal postfilters.

From our approach, any optimal one-channel speech enhancement

technique can be easily extended to the optimal multi-microphone

speech enhancement technique. This one-channel optimal postfilter

can be anything, including Wiener estimator, minimum mean-square

error short-time spectral amplitude (MMSE-STSA) estimator [4],

minimum mean-square error log spectral amplitude (MMSE-logSA)

estimator [5], or maximum a posteriori spectral amplitude (MAP-

SA) estimator [6] because we can assume that we know not only

the a posteriori pdf of source signal and measured signals but also

their a priori pdf. To give a realistic experimental result, we used

data from the “audio-visual speech in car” (AVICAR) database [7]

recorded in various noise conditions using 8 microphones in a real

moving car. The result shows that our approach has value in all dif-

ferent noise conditions in the car.

2. PROBLEM FORMULATION

The observed signals of the N microphones y1, y2, · · · , yN are given

by

y1(t) = h1(t) ∗ s(t) + n1(t)

y2(t) = h2(t) ∗ s(t) + n2(t)

... (1)

yN (t) = hN (t) ∗ s(t) + nN (t)

where h1, h2, · · · , hN are the impulse responses from the source

speaker to each microphone, s(t) is the source speech signal, * de-

notes convolution, and n1, n2, · · · , nN are the noise signals mea-

sured by each microphone. The frequency domain representation of

(1) is given by

Y1(k) = H1(k)S(k) + N1(k)

Y2(k) = H2(k)S(k) + N2(k)

... (2)

YN (k) = HN (k)S(k) + NN (k)

where Yi(k), Hi(k), S(k), and Ni(k) denote the kth spectral com-

ponent of yi(t), hi(t), s(t), and ni(t) respectively, i = 1, 2, · · · , N .

(2) can be written conveniently as

Y = HS + N (3)

where Y = [Y1Y2 · · ·YN ], H = [H1H2 · · ·HN ], and N = [N1N2 · · ·NN ].
Since we can assume that S(k) and Ni(k) are zero mean com-

plex Gaussian random variables independent of S(j) and Ni(j) for

j �= k, “k” is omitted for readability. We can also assume that N
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is a zero mean complex Gaussian random vector with the spectral

covariance matrix Rn [3]. These assumptions about the source and

noise signals give the posterior probability density function (PDF)

p(Y |S).

p(Y |S) =
1

πNdet(Rn)
exp{−(Y − HS)HR−1

n (Y − HS)} (4)

where superscript H means conjugate transpose. The purpose of

speech enhancement is to estimate the source speech signal in an

optimal way based on the given information.

Given knowledge of H, the maximum likelihood (ML) estimate of S
is

T (Y ) =
HHR−1

n Y

HHR−1
n H

(5)

(5) can be also derived by choosing the weights to minimize the ex-

pected value of output power as shown in (6), but only if we assume

that we can estimate H before applying postfilter:

min
W

E{W HXXHW} subject to HHW = 1 (6)

In practice, we rarely know H. Without H, a reasonable estimate of

S is the MVDR estimator,

T (Y ) =
dHR−1

n Y

dHR−1
n d

(7)

where d = [d1d2 · · · dN ] and di is the delay response from speaker

to microphones.

3. MULTI-CHANNEL MMSE USING FISHER-NEYMAN
FACTORIZATION

It is possible to get better estimation results than the ML estimator by

making use of an assumed prior pdf of speech spectral components,

p(A, α), given by (8) based on the previously stated assumptions

about source speech signals [4].

p(S) = p(A) · p(α) =
A
λs
2

exp{−A2

λs
} · 1

2π
(8)

where A is the spectral amplitude, α is the spectral phase, λs =
E{|S|2}. From (4) and (8), the a posteriori pdf p(S|Y ) can be

obtained by

p(S|Y ) =
p(Y |S)p(S)∫
p(Y |S)p(S)dS

(9)

From (9), we can derive estimators that explicitly minimize the mean-

square estimation error of the complex spectrum (Wiener filter), of

the spectral amplitude (MMSE-STSA [5]), or of the log spectral am-

plitude (MMSE-logSA [4]). However the multi-channel p(Y |S) is

far more complex than the single-channel p(Yi|S) i = 1, 2, · · · , N .

Balan and Rosca [3] introduced a sufficient statistic to get a one-

channel-summary of Y using the Fisher-Neyman Factorization The-

orem [8]. Using their approach, (4) can be factored as

p(Y |S) = g(T (Y )|S) · h(Y ) (10)

where g and h are some functions, and T (Y ) is given by

T (Y ) =
HHR−1

n Y

HHR−1
n H

(11)

T (Y ) contains all the information in Y that is useful for estimating

S, therefore

p(S|Y ) = p(S|T (y)) (12)

Balan an Rosca assume that if they can replace the source S by the

signal received by first microphone which is the contaminated source

due to the channel response, one can find H in a recursive manner

based on an estimate of the noise spectral power Rn and an estimate

of the signal spectral power Rs which is obtained by spectral sub-

traction. They also assume that the noise signals are uncorrelated,

but in practice, at frequencies and microphone spacings of interest

in practical systems, noises are correlated. The goal of this paper is

to correct these two assumptions in the method of Balan and Rosca,

thus enabling us to use the time structure of channel responses, and

to model correlated noises. From (4) and Fisher-Neyman factoriza-

tion theorem the sufficient statistic has the form given by (15)

T (Y ) = ρ · HHR−1
n Y

HHR−1
n H

(13)

where ρ is some scalar.

4. FISHER-NEYMAN FACTORIZATION WITH THE TIME
STRUCTURE OF CHANNEL RESPONSES

If we assume that the channel responses have finite impulse responses

H = d + r1 + r2 · · · + rM (14)

where d is same as eq. (7), ri = [ri1ri2 · · · riN ] for i=1,2,· · ·,M is

the delay response from ith reflection to microphones, and M is the

number of echoes, then

T (Y ) = ρ · HHR−1
n Y

HHR−1
n H

(15)

= ρ · dHR−1
n Y + rH

1 R−1
n Y + · · · + rH

MR−1
n Y

HHR−1
n H

and if ρ(·) =
HHR−1

n H

dHR−1
n d

(·) then

T (Y ) =
HHR−1

n Y

dHR−1
n d

(16)

=
dHR−1

n Y

dHR−1
n d

+
rH
1 R−1

n r1

dHR−1
n d

· rH
1 R−1

n Y

rH
1 R−1

n r1

· · · +
rH

MR−1
n rM

dHR−1
n d

· rH
MR−1

n Y

rH
MR−1

n rM

M is the number of dominant reflections, is dependent on how the

room is reverberant, the relative response
rH

i R−1
n ri

dHR−1
n d

makes this num-

ber quite small. As can be seen in (16), this sufficient statistic T (Y )
can be interpreted as a sequentially constructed ML beamformer,

where each sequential MVDR beamformer is normalized by the di-

rect term. If we assume that the direct and a few dominant reflections

can be found, T (Y ) may be approximated without knowledge of the

whole H. Because we can get the one-channel-summary using the

sequentially constructed MVDR beamformer without loss of the de-

sired source information present in a multi-channel signal, we can

simply apply any classical MMSE speech enhancement technique

based on the speech a priori pdf. From the previously stated suffi-

cient statics, we can get a simpler a priori pdf p(S|Y ) than (9) as

shown in (17).

p(S|Y ) = p(S|T (Y )) =
p(T (Y )|S)p(S)∫
p(T (Y )|S)p(S)dS

(17)
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Fig. 1. Block diagram of optimal multi-microphone speech enhance-

ment

where T(Y) can be anything with the form of (15) including the se-

quentially constructed MVDR beamformer as shown in (16). From

this beamformer and postfiltering as shown in Fig. 1, we can derive

any desired multi-channel speech estimator. The MMSE spectral

component estimator (the Wiener filter) based on multi-channel in-

put, is given by

ŜMMSE = E{S|Y } = E{S|T (Y )}
= ρ−1([

Rs

Rs + Rnout

] · T (Y )) (18)

where Rnout = ρ2

HHR−1
n H

. Wiener postfiltering of an MVDR out-

put has been previously derived using the matrix inversion lemma

[1].

There has been no theoretical basis for generalized postfiltering after

MVDR beamformer. MMSE-STSA postfiltering of the output signal

of the sequentially cascaded MVDR beamformer provides an opti-

mal MMSE solution for the spectral amplitude enhancement, which

can be also formulated by (19).

|̂S|MMSE−STSA = E{|S||Y } = E{|S||T (Y )}

= ρ−1(Γ(1.5)

√
ν

γ
exp(−ν

2
) (19)

·[(1 + ν)I0(
ν

2
) + νI1(

ν

2
)])

·|T (Y )|

where Γ{·} denotes the gamma function, with Γ(1.5) =
√

π
2

, I0

and I1 denote the modified Bessel functions of zero and first order

respectively. ν is defined by

ν =
ξ

1 + ξ
γ (20)

where ξ and γ are called as a priori and a posteriori signal-to-noise-

ratio (SNR) of T(Y) respectively. Similarly multi-microphone MMSE-

logSA estimator can be described as (21).

|̂S|MMSE−logSA = E{log(|S|)|Y } = E{log(|S|)|T (Y )}

= ρ−1(
ξ

1 + ξ
exp{1

2

∫ ∞

v

e−t

t
dt}) (21)

·|T (Y )|
As a postfilter for spectral amplitude enhancement, the MAP estima-

tor (22), (23) of Wolfe and Godsill [6] can be used.

|̂S|MAP = arg max|S| p(|S||Y )

= arg max|S| p(T (Y )||S|)p(|S|) (22)

|̂S|MAP = ρ−1(
ξ +

√
ξ2 + (1 + ξ) ξ

γ

2(1 + ξ)
· |T (Y )|) (23)

5. EXPERIMENT

We applied MVDR beamforming (M = 0 in eq. (16)) followed

by MMSE-logSA postfiltering and conducted a single digit recog-

nition test using AVICAR corpus [7]. We chose M = 0 because

the reflections are assumed to be weak relative to the direct sound

in the noisy situation. If we consider more reflections, we may get

slightly better performance. To do the digit recognition test, firstly,

we trained 11 HMMs (from “oh” to “nine” and “silence (which is for

the noise only period)”) using data from 25 male talkers and tested

using the other twenty five. We used mel-frequency cepstral coef-

ficients (MFCC), energy, delta coefficients, and acceleration coeffi-

cients, total feature vector of size 39 and used the HTK toolkit [9]

for building an isolated digit recognition system, and testing recog-

nition accuracy. Number of states per word was 8, and the number

of mixtures was 1 to 14. Secondly, we used 55 talkers from TIDIG-

ITS’ training corpus for training the 11 HMMs, and tested on the

AVICAR corpus and enhanced AVICAR corpus.

The AVICAR corpus [7]is data recorded in a real car environment

using a multi-sensory array consisting of eight microphones on the

sun visor and four video cameras on the dashboard. The script for

the corpus consists of four categories: isolated digits, isolated letters,

phone numbers, and phonetically balanced sentences. Speakers from

various language backgrounds are included, 50 male and 50 female.

Each script has five different noise condition: idling (IDL), driving

at 35mph with windows up (35U) and down (35D), and driving at

55mph with windows up (55U) and down (55D).

We chose the LMS-GSC as an MVDR beamformer with 7 filter taps

per channel [10]. We chose this adaptive filtering algorithm because

it can update the change of noise covariance in real time and this

real time update is thought to be appropriate for in-car recordings

like the AVICAR corpus. Before applying GSC, we obtained the de-

lays between microphones to align direction of arrival to the source

location using the SRP-PHAT algorithm [1]. SRP-PHAT is known

to be a robust localizing algorithm even in reverberant rooms. As

a post-filtering method, we chose the MMSE-logSA algorithm, be-

cause the cepstral features used in speech recognition are a linear

transform of the log spectrum. Fig. 2 shows the time response of

utterance “three”- original (upper), after MVDR beamforming (mid-

dle), and MMSE-logSA postfiltering after MVDR (lower). Proposed

algorithm shows well enhanced results even though the noisy speech

data were recorded in a real moving car with windows down at 55

miles-per-hour (mph). Informal listening found a remarkable en-

hancement in signal quality.

Table 1 is the result when HMMs are trained using half of the

speakers in the AVICAR corpus and tested on the other half. Both

traing set and test set include data from all five noise conditions in

equal proportion. Table 2 is the result when TIDIGITS’ training cor-

pus is used as the train corpus, and models are tested on half of the

AVICAR corpus, or of the enhanced AVICAR corpus respectively.

In all of the experiments, we can confirm the success of our proposed

approach. The proposed approach gives better recognition accuracy

than when the HMMs were trained using speech from 5 different

noise condition, and tested even on the same 5 different noise con-

ditions. This result can be interpreted to mean that this enhancing

algorithm makes the enhanced training and test data have more sim-

ilar acoustic feature characteristics after the algorithm.
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Training set Test set
Number of Gaussian Mixtures

1 2 4 6 8 10 12 14

Original Original 81.09 82.14 82.98 83.47 83.42 83.39 83.69 83.85

Enhanced Enhanced 89.74 90.98 90.88 90.31 90.79 91.07 90.88 90.79

Table 1. Digit recognition accuracy(%) using half of the AVICAR corpus or enhanced AVICAR corpus for training

Training set Test set
Number of Gaussian Mixtures

1 2 4 6 8 10 12 14

TIDIGIT Original 30.49 37.57 33.84 30.16 30.13 29.67 30.84 32.35

TIDIGIT Enhanced 62.3 58.88 55.94 53.85 54.61 52.14 52.99 53.09

Table 2. Digit recognition accuracy(%) using TIdigits training corpus for training
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0 2000 4000 6000 8000 10000 12000 14000
 1

0

1

sample

MVDR only

0 2000 4000 6000 8000 10000 12000 14000
 1

0

1

sample

MVDR+MMSE logSA

Fig. 2. Time response of utterance “three” in 55D condition: origi-

nal (upper), after MVDR beamforming (middle) after MVDR beam-

forming and MMSE-logSA postfiltering (lower)

6. CONCLUSION

We demonstrated that any optimal multi-microphone speech enhance-

ment algorithm can be expressed as the sum of several MVDR beam-

formers (one per dominant echo, plus one for the direct sound), fol-

lowed by an one-channel postfilter. This theoretical background can

guide the choice of a beamfomer and postfilter for optimal enhance-

ment of speech in multi-microphone situations.
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