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ABSTRACT

This paper presents an improved rate control scheme for the H.264/AVC

video coding scheme. By analyzing the relationship between direct
mean absolute difference (MAD) and actual MAD, a new MAD pre-
diction scheme is introduced to enhance traditional linear MAD pre-
diction model, which is unable to predict abrupt MAD fluctuations.
Our proposed adaptive model could reduce MAD prediction error
by up to 34%. One simple sum bit quadratic R-Q model is also
presented to solve the problem caused by inaccurate texture bits es-
timation of H.264/AVC. With the new MAD prediction model and
R-Q model, our proposed scheme could reduce the mismatch be-
tween actual frame bits and target frame bits by up to 32%, and the
buffer occupancy is much closer to the ideal status. Meanwhile, re-
constructed video quality is also improved by up to 0.21dB at low
bitrate.

1. INTRODUCTION

The demands for multimedia services are rapidly increasing and the
expectation of quality from these services is also becoming higher.
In many video applications, the compressed video signal is to be de-
livered through constant bit rate channels, but the information within
each frame is inherently compressed into variable bits. Adjusting
only the encoding parameters to allocate extremely accurate fixed
bits to every encoded frame is apparently not applicable due to the
complex video encoding process. Therefore, one buffer should be
added between the video encoder and the transmission channel to
regulate the bitstream before transmission. Rate control has played
an important role in video services. With proper rate control strat-
egy, the encoding parameters could be adjusted to prevent the buffer
from overflowing and underflowing.

The rate control has been widely studied in digital video coding
standards and applications, such as TM5 [?] for MPEG-2, VMS [3]
for MPEG-4, JVT-G012 [1] for H.264/AVC and so on. In the rate
control scheme for previous standards (MPEG-1, MPEG-2, H.261,
H.263), the mean absolute difference (MAD) of residual frame which
is often used as a measure of the coding complexity could be calcu-
lated based on the motion information between reference frame and
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predicted frame. As QP value is not involved in the motion estima-
tion step, the actual MAD could be derived independently on QP
value. As an indication of the coding complexity associated with
texture information, MAD is an important variable for adjusting the
QP value for rate control. Therefore the QP value could be natu-
rally adjusted between the motion compensation step and the spatial
quantization step to meet the required coding bits, according to the
following R-Q model:

X1[4] n X 2[i]
Qll QU

where Riexture[i] denotes the amount of bits to encode texture
information of frame ¢, M ADqctuai[?] denotes the actual MAD of
the residual frame after motion compensation, @[] is the quanti-
zation step for frame ¢ (see [1] for the relationship between quan-
tization step and quantization parameter), X 1[7] and X 2[¢] are the
first-order and second-order parameters of this quadratic R-Q model,
which would be updated after encoding every frame.

One of the distinguishing features for the coding efficiency im-
provement of H.264/AVC is the optional implementation of rate dis-
tortion optimization (RDO) to determine motion information. There-
fore, the quantization parameter (QP) affects both the motion estima-
tion and spatial residual quantization. In this way, the actual MAD
changes with the QP value adjustment as the adjusted QP value also
influences the motion estimation result. So QP value adjustment
based on actual MAD requires the processing of motion estimation
multiple times, it is not desirable in real time applications as mo-
tion estimation is the most time consuming part of the whole video
coding procedure. To solve this chicken-egg dilemma, one simple
linear model is proposed in [1] to predict the MAD before motion
compensation:

MADactual[i} X ( ) (1)

Rtezture [Z} -

MADpT'ed,linea'r' [74] = Yl[l] X MADactual[i - 1] + Y2[74] (2)

where M ADpred,linear[t] denotes the predicted MAD of frame
iy M ADgctyait — 1] denotes the actual MAD of the previous resid-
ual frame, Y'1[¢] and Y 2[i] are the first-order and zero-order param-
eters of this linear prediction model, which would be updated after
encoding every frame.
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Substituting M ADpred,tinear 1] for M ADgetuai[i] into Eq. (1),
the QP value for H.264/AVC rate control could be derived as:

X1[] X2}
QL] Q[

However, there are two problems in the above quadratic model
for the H.264/AVC rate control scheme:

MADpT‘ed,linea'r' [74] X ( + ) (3)

thzture ['L] -

1) If MAD fluctuats due to high motion or scene change in
the test sequence, the linear model preforms poorly for such
sudden changes. And the updated model parameters after the
abnormal training data lead to disastrous effect in subsequent
MAD linear predictions.

2) In the rate control scheme for previous standards (MPEG-
1, MPEG-2, H.261, H.263), the amount of bits used for non-
texture encoding in the current frame is considered the same
as previous frame. So the amount of texture bits is simply
derived by

Rsumli] 1] @

Rtezture[i] = - Rnonftezture[i -

In H.264/AVC, because more motion modes, more reference
frames and quarter-pel motion estimation could be activated,
the bits for encoding motion information takes a higher per-
centage than the previous standards (MPEG-1, MPEG-2, H.261,
H.263). And the amount of non-texture bits also fluctuates
with unpredictable property. Therefore Eq. (4) is not suitable
to estimate Riezture[t] for H.264/AVC standard.

If the above mentioned two problems could be solved properly,
one refined R-Q quadratic model could help to further improve the
rate control scheme for H.264/AVC.

The remainder of this paper is organized as follows. In Section
2, we observe the relationship between M A Dgjrect and M ADgctuai
and propose the direct MAD prediction model, one prediction model
switching strategy is also introduced to adaptively choose linear model
or direct model. In Section 3, we propose the refined R-Q model to
solve the inaccurate texture bit prediction problem. With our adap-
tive MAD prediction method and refined R-Q model, rate control
experimental results and discussions are presented in Section 4. Fi-
nally, conclusions are drawn in Section 5.

2. IMPROVED MAD PREDICTION

The MAD is used as an index for frame complexity in [3]. In H.264/AVC

rate control scheme [1], the predicted MAD by linear model is not
accurate when abrupt MAD changes happen due to high motion or
scene change. Moreover, this linear prediction model is only up-
dated by available MAD data, which means that this linear model
only propagate the inherited property of the previous MAD data.
Thus, the updated model is unable to predict future change, and is
less sensitive to input data fluctuation. This is not desirable for a
model which is to be used to capture abrupt input changes.

If some other information, that is helpful for predicting MAD
could be collected before motion determination, then the chicken-
egg dilemma could be solved. After analyzing the original input
frames, we find that M A D g;,¢c+ is somewhat related to M ADgctyai-
M ADgirect 18 a measure to evaluate the difference between the cur-
rent original frame and the previous reconstructed frame, it could be
calculated without motion information (as all motion vectors are set
to zero). The curves of M ADgirect and M ADgctvqr for different
test sequences are show in Fig. 1.
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Fig. 1. The comparison of actual MAD and direct MAD. Analyze
the P frames from CREW @QCIF-15Hz and FOOTBALL @QCIF-
15Hz sequences, IPPP structure with QP=40.

Two observations could be extracted from Fig. 1: 1) The fluc-
tuation of M ADg;rect always reflects a fluctuation of M ADqgctvais
especially for abrupt changes; 2) If the M ADgjrect curve is nearer
the M ADgctuaqi curve, similar fluctuations could be observed more
obviously. According to the above two observations, we could derive
our direct MAD prediction function as follows:

MADpred,di'rect [7/] - MADactuu,l [Z - 1}
X (1 + W x MA-Ddirect,'ratio[iD (5)

where

MADactual ['L - 1}

MADdi'rect [Z - 1]

MADdireet [Z] - MADdirect [Z - 1]
MADdircct [Z - 1}

w

MADdirect,ratio [Z]

Although the above direct MAD prediction could efficiently pre-
dict the actual MAD abrupt change, for some sequences with fine
texture details (e.g. HARBOUR) or irregular regional motion (e.g.
FOREMAN), this direct prediction model sometimes does not work
such efficiently. Therefore, we introduce a similarity measurement
to indicate the efficiency of direct MAD prediction model and linear
MAD prediction model:

i

FlineaT [Z] - Z |MADp'red,linear [TL] - MADactual [n} |
n=i—S
Fdirect [Z] = Z |MADp'red,direct [’I’L] - MADactual [Tl} |

n=i—S
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where S is the number of MAD samples to measure I". The
method to predict MAD could be adaptively switched between linear
model and direct model, according to Eq. (6) given below. Note
that both the way to measure I' and define the switching policy are
not limited, other complicated similarity measurement or switching
threshold may achieve more efficient prediction model shift.

MADpred,adapt [Z + 1] (6)
— { MADpred,linear ['L + 1} Flinear [Z] < Fdirect ['L}

MADpred,direct ['L + 1} else

Fig. 2 shows the comparison of M ADqctuat, M ADpred,lincar
and M ADpred,adapt- When the MAD abrupt change happens, such
as the 31st, 54th frames in CREW, the 43rd frame in FOOTBALL, our
adaptive MAD prediction method could achieve much more accurate
result. The prediction errors of M ADprcd,iinear and M ADpred adapt
in relation to M ADgctuar are also measured in term of MAD to
compare the accuracy of these two prediction schemes. The details
are shown in Table. 1.
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Fig. 2. The comparison of actual MAD, linear predicted MAD
and proposed adaptively predicted MAD. Analyze the P frames
from CREW @CIF-15Hz and FOOTBALL@CIF-15Hz sequences,
respectively. IPPP structure with QP=40.

Table 1. Prediction Error Comparison of M ADp,cd,iinear and
MADpred,adapt-

| Prediction Error

MADp'red,l'Lnear MADp'red,adapt
CREW 0.65 0.43
FOOTBALL 0.60 0.46

From the comparison of Fig. 2 and Table. 1, it could be found

that our adaptive model could achieve more accurate predicted MAD
than linear MAD prediction model proposed in [1], especially for
the sequence with high motion or scene changes. Our model could
reduce MAD prediction error by up to 34%.

3. SUM BIT QUADRATIC R-Q MODEL

In previous standards (MPEG-1, MPEG-2, H.261, H.263), the non-
texture bits take only a small percentage of sum bits and they vary
slightly. So the number of non-texture bits could be considered the
same as previous frame. Based on this assumption, the term “R”
in the quadratic R-Q model, which is the amount of bits to encode
texture information, could be calculated via Eq. (4). On the other
hand, H.264/AVC standard newly introduces many complicated mo-
tion estimation modes, which leads to some increase of non-texture
bits. At the same time, because more efficient motion estimation
is employed, the energy in residual frame reduces. Therefore, non-
texture bits occupy a higher percentage of the sum bits, especially
at low bit rate. And there also exists hard-to-predict fluctuations in
non-texture bits. So Eq. (4) could not be used to estimate the amount
of texture bits. The prediction of non-texture bits with fluctuation is
a very complicated task, and the error of such prediction will finally
yield a poor rate control result.
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Fig. 3. The relationship sum bit and QP. Randomly choose one P
frame from FOREMAN@CIF-15Hz and FOOTBALL@CIF-15Hz
sequences, respectively. QP=20:2:40.

To solve this problem, we found that the prediction process of
the amount of non-texture bits might be abridged if a simple model
could be formulated to relate the amount of sum bits to the QP value.
To construct a R-Q model, one approach is to analyze the structure
of the video processing and the statistical properties of the video
data, which is called the analytical approach. Another approach is to
derive the R-Q relationship based on several sampled values, which
is called the empirical approach. Although the empirical approach is
easy to apply, it does not take into account the video coding process.
Our proposed approach is based on the result in [3], which belongs
to an analytical approach category, but we make some improvements
according to empirical result.

As the QP value affects both the motion determination and tex-
ture quantization, only considering the relation of QP and texture
bits is insufficient. Suppose there is a relation between sum bit
(SumBit), MAD (M AD) and QP (Q), i.e. SumBit = (M AD, Q).
Based on simulation results, one very accurate quadratic relation-
ship could also be observed between S4B and Q. as shown in

MAD
Fig. 3. R-squared value (R?), is an indicator from O to 1 that re-

veals how closely the approximated quadratic function correspond
to actual data. The approximated quadratic function is most reliable
when its R-squared value is at or near 1. From empirical results, the
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MAD could also be used as a complexity indicator to encode one
frame into sum bits. Therefore, the prediction process of the amount
of non-texture bits could be abridged, and the quadratic equation (3)
is directly changed to:

X1[]
Qli]

X2[]

el = QeP

MADpred,adapt[i] X (

) (D

where Rsym 7] is the target sum bit of the current frame 7, which
could be calculated according to the buffer status. In this way, Q[7]
could be calculated based on Rsym[i] and M ADpyred,adapt[t], Which
are both available before motion estimation.

4. EXPERIMENT RESULT

The performance of the H.264/AVC rate control scheme with our
proposed adaptive MAD prediction and refined R-Q model is com-
pared with JVT H.264/AVC package JM9.8 [4], in which JVT-G012
[1] is adopted as rate control scheme. All the test sequences used in
our experiment are at QCIF (176 x 144) spatial resolution and 15Hz
frame rate with IPPP GOP structure. For simplicity of evaluation, the
QP value is set to 40. The objectives of our rate control scheme are
to regulate the amount of sum bit to encode each P frame, efficiently
utilize the buffer resource and prevent the buffer from overflowing
and underflowing.

Table 2. The Comparison of the Frame Level Target Bits Mismatch.
| Target Bits Mismatch (MAD)

scheme in [1] our scheme
CREW 546 431
FOOTBALL 727 528
HARBOUR 473 323
FOREMAN 484 459

We first compare the difference between frame level actual sum
bits and target sum bits in Table. 2 in term of MAD. The target bits
mismatch is reduced up to 32% by our scheme.

The buffer fullness status is also compared in Fig. 4. In our sim-
ulation, if the buffer occupancy is above 1.0 or below 0, the buffer
suffers from overflowing or underflowing. It is obvious that the en-
coder with our proposed rate control scheme outperforms JVT-G012
[1] in terms of keeping the buffer status close to the target status.

Table 3. The Comparison of Coding Efficiency.

Bit Rate (Kb/s) PSNR (dB)
Sequence 1T Gurs [ [1] [ Ours | Gain
CREW | 30.01 | 2908 | 28.72 | 28.75 | +0.03

FOOTBALL | 64.06 | 64.06 | 2751 | 27.63 | +0.12

HARBOUR | 20.20 | 20.12 | 25.07 | 25.11 | +0.04

FOREMAN | 19.05 | 18.99 | 27.96 | 28.19 | +0.23

Although our major focus is not to improve the coding effi-
ciency, the encoder with our proposed rate control scheme could also
achieve better reconstructed objective quality thanks to the accurate
prediction model. In the experiment results presented in Table. 3,
the improvement is up to 0.21dB at low bitrate.
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Fig. 4. The comparison of buffer status between different coding
scheme. “RC” denotes rate control scheme.

5. CONCLUSION

In this paper, we addressed the problems associated with existing
H.264/AVC rate control strategy proposed in [1]: inaccurate MAD
prediction and inaccurate estimation for the amount of texture bits.
With our proposed methods, the MAD could be predicted adaptively
by linear model or direct model to achieve more accurate predic-
tion. Our proposed adaptive MAD model could reduce the predic-
tion error by up to 34%. Moreover one simple quadratic R-Q model
between the amount of sum bits and QP value is created by abridg-
ing the inaccurate estimation process of texture bits. With the above
improvements, one new R-Q model is proposed in this paper for
H.264/AVC rate control. From our simulation result, the mismatch
between target frame bits and actual frame bits is reduced by up to
32%, and the buffer occupancy is better controlled from overflow-
ing and underflowing. Meanwhile, the reconstructed video quality is
improved by up to 0.21dB at low bitrate.

Note that the improvements mentioned in this paper could be
further implemented to achieve precise MB level rate control and
this will be reported in our future work.
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