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A new system for translating the infant cries from its facial 

image and cry sounds is presented in this paper. The system

is designed to analyze the facial image and sound of the

crying infant to derive the reason why the infant is crying.

The image and the sound represent the same cry event. The

image processing module determines the state of certain

facial features, certain combinations of which determine the

reason for crying. The sound processing module analyzes

the data for the fundamental frequency and the first two

formants and uses k-means clustering to determine the

reason of the cry. The decisions from the image and sound 

processing modules are then fused using a decision level

fusion system. The overall accuracy of the image and sound 

processing modules are 64% and 74.2%, respectively, and 

that of the fused decision is 75.2%. 

 Reason for Cry

1. INTRODUCTION 

Crying is the first and only tool of communication for an

infant. To most people (with the exception of the infant’s

mother), the cries seem to be uniform and indistinguishable

from each other. Thus most adults are unable to distinguish 

them accurately on the basis of the facial image and sound.

Consequently, it is useful to automate a system of

classification using technology to draw a reliable decision

as to why an infant is crying.

The cry types that are dealt with in the research presented 

here are pain, hunger, anger, sadness and fear. The system

described here deals with analyzing the image of the crying

face and the sound, simultaneously and independently, to 

classify the cry event into one of the five types. The image

and the sound are recorded from the same cry event and are 

thus correlated. These are input to their respective

processing blocks, each of which determines the reason for

the cry. The two decisions are then fused employing a 

decision-level fusion system to obtain a single reason for the

cry. The block diagram for the system is illustrated in

Figure 1. 

FIGURE 1: Block diagram of the infant cry interpretation

system.

2. IMAGE PROCESSING MODULE 

The image processing module of the system takes the image

data, i.e. the image of the infant’s crying face and processes

it to infer the reason for its crying. The processing involves

detecting the changes that occur in certain key features, like 

the mouth, the eyes and the eyebrows. Different 

combinations of the state of the mouth (open/closed), the

eyes (open/closed) and the position of the eyebrows (raised-

up/lowered-down) describes the basis for the infant’s cry

[1][2]. These different combinations along with the reason

depicted by each are summarized in Table 1. Figure 2 shows 

the block diagram of the image module.

TABLE 1: Facial feature states for infant emotion detection.

Mouth state

(open/closed)

Eyes State

(open/closed)

Eyebrows

Position

(up/down)

Reason of 

Cry

Closed Closed Up Sad

Closed Open Down Anger

Closed Open Up Hunger

Open Closed Down Pain

Open Open Raised Fear
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FIGURE 2: Block diagram of the image module.

A method for processing the eyes, mouth and the eyebrows

to detect their state is outlined in Figure 2. A grid

representing an image of a crying infant is shown in Figure

3 below, where the lower oval represents the mouth and the

upper two circles represent the eyes. The shaded portions

above the eyes represent the eyebrows. The gray levels of 

each row are successively added to generate the vertical 

gray-level-vector. The plot of this vector gives a

representation of the gray-level intensity along the vertical

direction. As seen from Figure 3, the plot of vertical gray-

level-vector shows low values of intensity corresponding to

regions of the mouth and the eyes (since the mouth and the

eyes, when open, show darker regions compared to other

regions of the face). Thus the width of these regions, if 

above a certain threshold, tells us that the mouth and the

eyes are open. Also, a low-intensity peak is seen along the

position of the eyebrows. The distance of this peak from the

top extreme of the eye (‘L’ in Figure 3) is used to infer

whether the eyebrows are up or down.

FIGURE 3: Grid of idealized face image to find facial feature 

states.

FIGURE 4: Block diagram of the sound module.

3. SOUND PROCESSING MODULE 

The sound processing module of the system takes the sound 

of the infant’s cry and processes it to infer the reason for its

crying [3]. The primary focus is in extraction and analysis 

of the fundamental frequency (F0) and the first three 

formants F1, F2 and F3, of infant vocalization [4][5]. These 

parameters contain important information regarding the

emotional state of the infant. Since F0 for infant cries varies 

widely and rapidly, the Harmonic Product Spectrum (HPS) 

method has been used to obtain F0. The block diagram of 

the sound module is shown in Figure 4. 

4. DECISION LEVEL FUSION 

In spite of the fact that the image and the sound data are 

attributable to the same cause, due to discrepancies in data

acquisition and performance unreliability of the modules,

the image and sound decisions may be different. Therefore a

system that will fuse the two decisions of the modules based 

on the reliability of their performance is depicted in Figure

5. This approach was developed by [6]. The confusion

matrixes, depicting the image and sound module

performances, are obtained by inputting individual

classifiers with a number of cry data files and noting the

performance of the module on the basis of hits and misses.

For the classifier, its truth has uncertainty. From the

knowledge of its confusion matrix, such an uncertainty can

be described by the conditional probabilities which may be

defined as (3rd block of Figure 5):
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Test image / sound module for

known cry-type data

Derive confusion matrix for 

the module / classifier

Derive Probability matrix

Evaluate ‘belief’ vector, bel(i)

Index of max(bel) produces the

fused decision of the system

FIGURE 5: Flow diagram for the decision-level fusion process.

Here, ‘i’ corresponds to known cry-types and ‘j’

corresponds to classified cry-types by individual classifier

where M=5 (for the 5 different types of cries). Once 

individual conditional probability matrixes for the two

classifiers have been obtained, a ‘belief’ vector is derived as

(4th block of Figure 5):

The index of the maximum value in the belief (column)

vector, corresponds to the fused decision of the system. For 

example, if the maximum value index is 1, then the fused

decision is ‘Pain’, etc. (2 -- ‘Hunger’, 3 -- ‘Fear’, 4 -- 

‘Sadness, 5 -- ‘Anger’). 

5. RESULTS 

5.1. Image Processing Results 

The image data was obtained from open sources over the

Internet and was hand-labeled. As discussed in Section 2, 

the three important features of the infant face that tell about 

the reason for the cry are the mouth, the eyes and the 

eyebrows. An example of detection of the state of each of

these features is presented here. The method for the

detection was discussed in Section 2. In Figure 6, the

detection of the state of the mouth, lines 1, 2 & 3 represent

the upper, middle, and lower limit of the mouth,

respectively. These are obtained from the plot of the

vertical-gray-level vector to the right of the figure.

FIGURE 6: Detecting the mouth and its state.

FIGURE 7: Detecting the eye and its state.
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FIGURE 8: Detecting the eyebrow and its state.

Since the distance between lines 1 & 3 is above a threshold

of 5 pixels (determined empirically), the mouth is detected

as ‘open’. 

In Figure 7, similar logic is applied to detecting if the eyes

are ‘closed’. Here a threshold of 3 pixels has been set as the

threshold. In Figure 8, the eyebrows are detected after 

enhancing the contrast of the image. This is necessary since 

for many infants the eyebrows are not as prominent as in

adults. The low-intensity peak in the gray-level vector plot 

at the right of the figure gives the position of the eyebrows.

Since the distance of this peak from the top extreme of the

eye is below a threshold of 7 pixels (determined

empirically), the eyebrows have been detected as ‘down’.
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5.2. Sound Processing Results 

The sound data was obtained from [7]. As discussed in

Section 3, the primary focus of the sound processing

module is in the analysis of the fundamental frequency (F0)

and the first three formants F1, F2 and F3, of infant

vocalization. These data are clustered using a k-means

classifier to obtain the optimum combination of the

parameters that give maximum separation between the cry

types. Thus, different combinations of the parameters F0, F1,

F2 and F3 were used in the clustering process. From the

results it is concluded that the combination of F0, F1 and F2

produce the best clustering, according to the different cry

types. Therefore this combination has been used in the

sound processing module to distinguish the cry type of the

infant cry sounds.
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5.3. Overall Results 

As discussed in Section 4, decision-level fusion is used to

fuse the independent decisions of the image and sound

processing modules. The individual accuracy of the two

modules, as well as the fused decision (output of the overall

system), is presented in Figures 9-11.

In Figure 9 the image processing module results show a 

higher accuracy for the pain type of cries as compared to the 

others. This can be explained from the fact that pain is an 

extreme emotional state which invokes intense facial

expressions. Consequently, the algorithms perform better at

detecting the key features which attain exact states as listed 

in Table 1.

For example, the eyes are closed in both ‘pain’ and

‘sadness’ type of cries. But the latter, not being an extreme

emotion in most cases, may yield eyes which are not 

entirely closed. Hence there may be errors in detecting the

eyes as closed in these cases.

In Figure 10, the sound processing module results show a

very high accuracy for the ‘pain’ type of cries. This can be 

explained by the fact that this type of cry has a distinctive,

very high fundamental frequency which is accurately 

detected by the pitch detection algorithm. The other types of 

cries have lesser distinct pitch and formants which lead to

the formation of wider and more overlapping clusters,

resulting in more errors in the overall detection process.

In Figure 11, the decision fusion results show that cries due 

to pain have the highest accuracy of detection, when 

compared to the other types. This is because both the sound 

and image processing modules perform better for the pain

type of cries. For the other types of cries, as well, the

decision fusion results are intuitive when the individual

results of the sound and image modules are considered.

6. CONCLUSION 

The cry interpreter introduced in this paper is based on the

processing of the cry image and sound from an infant. The 

results show that each of the two modules as well as the 

fused decision for each type of cry performs satisfactorily in 

the detection process. As part of future work, an

improvement in the algorithms that detect the position of the

eyebrows that are not very prominent in the case of infants,

can improve the overall results considerably.

Also,additional metrics could be fused to increase the

robustness of the sound processing module.
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FIGURE 9: Performance of Image Module.

FIGURE 10: Performance of Sound Module.

For example the eyes are closed in both ‘pmm

FIGURE 11: Performance of Decision Fusion.
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