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ABSTRACT

This paper describes a method of image generation based on
transformation integrating certain sequences of multiple dif-
ferently focused images. First, we assume that a scene is de-
focused by a geometrical blurring model. Then we combine
spatial frequencies of the scene and the sequence with a 3-D
convolution filter that expresses how the scene is defocused
on the sequence. The filter can be represented with a linear
combination of ray-sets through each point of the lens. Based
on the relation, in the 3-D frequency domain we extract each
ray-set from the filter as certain frequency components and
merge them to reconstruct various filters that can generate im-
ages with different viewpoints and blurs.

1. INTRODUCTION

In order to generate a certain image by using multiple dif-
ferently focused images, conventional methods usually ana-
lyze each acquired image independently and merge them into
a desired image. For example, detection of focused regions
on each image is widely adopted for reconstruction of an all-
in-focus image and so on[1, 2, 3]. However, the estimation
results are not accurate enough to use as depth information
for generating different views with good quality. On the other
hand, our previously proposed methods[4, 5] just apply linear
filters to each image and merge them for image generation
without depth estimation. Unfortunately, the method is not
easy to extend for merging very many images because it is
almost impossible to design such complicated filters robustly.

In this paper, we propose a novel method for image gen-
eration by integrating multiple differently focused images as
structured three-dimensional information. The integrated im-
age sequence is analyzed in the frequency domain and trans-
formed to desired images directly without any depth estima-
tion. A three-dimensional filter derived from our geometrical
blurring model combines spatial information of the scene and

the image sequence with a space-invariant equation using a
convolution. By transforming the equation into the frequency
domain, we analyze preserved frequency components of the
scene on the sequence. Then, we design linear filters that
transform the components into various images with different
viewpoints and blurs. Some experiments of image generation
utilizing synthesized images are shown.

2. GEOMETRICAL TRANSFORMATION BASED ON
OUR BLURRING MODEL

Blurs of acquired images are determined by relative locations
between traces of a ray-set that comes from a certain point
p in the scene and imaging planes, which are orthogonal to
z–axis, as shown in Fig.1(a). Here, we express a certain ray
before refraction as follows:

lp : (x, y) = z/f · (c, d) + (s, t) (z > 0) , (1)

where f denotes the focal length of the lens. The ray lp goes
through the point p1:(c + s, d + t, f) and then it is refracted
at the point p2:(s, t, 0) on the lens plane. We can regard (c, d)
as parameters that express the direction of the ray lp. If the
focal point p′ is determined by the paraxial theory of Gauss,
the refracted ray lp′ can be expressed as follows:

lp′ : (x, y) = z/f · (c + s, d + t) + (s, t) (z < 0) . (2)

For aligning the center of blurs on acquired images, we
apply following spatial transform T ′ to the refracted ray-set:

T ′ : (X, Y, Z) = (xf/z, yf/z,−f/z) (z ≤ −f) . (3)

The space after the transform T ′ is denoted by S. Straightness
of lines in the original space is preserved through transform
T ′ into the space S. For example, the ray lp′ of Eq.(2) is
transformed to the ray T ′(lp′) as follows:

(X, Y ) = (c, d) + (1 − Z) · (s, t) (0 ≤ Z ≤ 1) . (4)
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Fig. 1. The structure of ray-sets that compose blurs.

First, it is clear that the ray lp′ , lq′ focused on p′, q′ is trans-
formed to the ray T ′(lp′), T ′(lq′) going through T ′(p′), T ′(q′),
respectively. Concerning Eq.(4), we notice that the direc-
tion of a certain ray after transform is determined by only
(s, t) that is the point on the lens plane where the ray is re-
fracted. The direction does not change by (c, d) that is the
original direction of the ray before refraction. Therefore, the
rays refracted at a certain point (s, t, 0) on the lens plane are
transformed to the rays that are parallel to each other such as
T ′(lp′) ‖ T ′(lq′). In the space S after transform T ′ all of
the ray-sets has the same structure as shown in Fig.1(b). The
structure does not depend on where the ray-set is focused.

3. SCENE ANALYSIS USING A MULTI-FOCUS
IMAGING SEQUENCE

By setting imaging planes at z = −f/(z0 + nTz), where
z0, Tz is constant and n = 0, . . . , N − 1, we can obtain
the information that would correspond to ray-sets acquired
on imaging planes P0 ∼ PN−1, located at regular distances
along Z–axis in the space S. We define g(X, Y, Z) as the
acquired three-dimensional information. By the way, the ray
before refraction lp is transformed to the ray T (lp), which is
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Fig. 2. A three-dimensional blur combines the scene and the
acquired images.

also expressed by Eq.(4), by spatial transform T as follows:

T : (X, Y, Z) = (xf/z, yf/z, 1− f/z) (z ≥ f) . (5)

Therefore, the space S after transform T or T ′ also contains
the information of ray-sets in the scene except occluded re-
gions. That is, by extracting the intensity given by each ray-
set just where it is focused and calling it f(X, Y, Z), it ex-
presses a three-dimensional information of the scene well (see
Fig.2).

Here, we notice that concerning the structured ray-set in
the space S, each ray comes from an identical point in the
scene. And so we assume that the rays give the same in-
tensity on imaging planes, respectively. Under the assump-
tion, the intensity given by a certain ray-set on acquired im-
ages g(X, Y, Z) equals to what is produced from the intensity
where the ray-set is focused by applying a 3-D blur. The 3-D
blur is determined by the density of the ray-set in the space S,
independent of where the ray-sets are focused. Therefore, we
can define h(X, Y, Z) as the 3-D blur, which gives an impulse
of δ function at the origin as a focal point (see Fig.2).

For simplicity, we rewrite the coordinates of the space S
from (X, Y, Z) to (x, y, z). Then, the multi-focus imaging
sequence g(x, y, z) composed of acquired images can be ex-
pressed by the combination of the three-dimensional infor-
mation f(x, y, z) of the scene and the 3-D blurring function
h(x, y, z) with a convolution as follows:

g(x, y, z) = h(x, y, z) ∗ f(x, y, z) . (6)

4. FREQUENCY ANALYSIS OF
THREE-DIMENSIONAL BLURS

The relation derived in the previous section based on a convo-
lution as shown in Fig.2 is a space-invariant equation. In the
frequency domain, the convolution is transformed as follows:

G(u, v, w) = H(u, v, w)F (u, v, w) . (7)

Therefore, by analyzing characteristics of H(u, v, w), we are
able to know how the multi-focus imaging sequence g(x, y, z)
preserves spatial frequency components of the scene f(x, y, z).
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Fig. 3. Feature analysis of three-dimensional blurs based on
a decomposition into each ray-set through (s, t).
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Fig. 4. Characteristics of three-dimensional blurring filters
h(x, y, z) in the frequency domain.

For clarifying the characteristics of the three-dimensional fil-
ter h(x, y, z), we decompose it into filters that correspond to
each ray-set through (s, t) on the lens plane as shown in Fig.3.
These filters are expressed as follows:

he(x, y, z; s, t) = δ(x + sz, y + tz) . (8)

In the frequency domain, it is transformed as follows:

He(u, v, w; s, t) = δ(w − (su + tv)) . (9)

It has impulse components on the plane of w−(su+ tv) = 0.
H(u, v, w) is a linear combination of these planes.

Here, we assume that each ray-set from a certain point in
the scene gives Gaussian blurs on imaging planes[4]. Then,
the 3-D blurring filter can be expressed as follows:

h(x, y, z) = b(x, y; L|z|/
√

2) , (10)

and it is transformed into the frequency domain as follows:

H(u, v, w) = b(w; L(u2 + v2)1/2/
√

2) , (11)

where L denotes the radius of the lens and b(x; σ), b(x, y; σ)
denotes 1-D,2-D Gaussian function with the variance of σ 2

(we define lim
σ→0

b = δ), respectively. We show characteristics

of H(u, v, w) under the condition L = 1.0 or L = 0.0 in
Fig.4. For simplicity, they are calculated in a discrete manner
and normalized. The filter of L = 0.0 corresponds to an ideal
pin-hole camera, that is, a ray-set going through just the cen-
ter of the lens. It generates all of acquired images as the same
all-in-focus image.

(x,y)
r

(s,t)O

z

FFT

(u,v)

(1)(2)

(2)

(1)

ha

Ha
h

H

(2)

(2)

(1) blur

(2) viewpoint
w

(x,y)
z

Fig. 5. A virtual lens and its three-dimensional filter.

5. IMAGE GENERATION BY USING A
THREE-DIMENSIONAL FILTERING

Here, we would like to acquire images of the same scene by
using a virtual lens with a certain aperture, which is differ-
ent from the one actually used, as shown in Fig.5. By gen-
eralizing a linear combination of ray-sets in Fig.3, the filter
corresponding to the virtual lens can be expressed as follows:

ha(x, y, z) = b(x + sz, y + tz; r|z|/√2) , (12)

and it is transformed into the frequency domain as follows:

Ha(u, v, w; r, s, t)
= b(w − (su + tv); r(u2 + v2)1/2/

√
2) .

(13)

We can use parameters (s, t) and r that determine virtual view-
points and blurs. If the aperture area is limited in the original
one, without artifacts introduced from the components where
|H(u, v, w)| � 0, we are able to generate an image sequence
a(x, y, z) acquired by the virtual lens as follows:

A(u, v, w)
= Ha(u, v, w; r, s, t)F (u, v, w)
= Ha(u, v, w; r, s, t)H−1(u, v, w)G(u, v, w) ,

(14)

where A(u, v, w) denotes a(x, y, z) in the frequency domain.
We can consider Ha(u, v, w; r, s, t)H−1(u, v, w) as a single
filter, and so the desired sequence a(x, y, z) can be generated
from the acquired sequence g(x, y, z) directly by using three-
dimensional filtering without any depth estimation.

6. EXPERIMENTS

We assume that a scene has a certain texture and various depths
as shown in Fig.6(a). The coordinates of assumed depths are
in the space S. Then, we synthesize a multi-focus imaging
sequence g(x, y, z), which consists of 64 images as shown in
Fig.6(b). Each image has 128 × 128 pixels and the sequence
is structured with L = 1.0.

We can generate a sequence that consists of images whose
blurs are suppressed by applying the above-mentioned single
filter of r = 0.2 and (s, t) = (0, 0) to the multi-focus imaging
sequence g(x, y, z) as shown in Fig.7. It is notable that the
images are robustly generated and not interfered by frequency
components where |H(u, v, w)| � 0.
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Fig. 6. A texture and depths (at arbitrary y) of the scene and
synthesized images.

Fig. 7. Generated images (z = 16, 28, 40) with suppressed
blurs by using a three-dimensional filtering.

We also generate free viewpoint images by applying filters
of various (s, t) to the original sequence g(x, y, z) as shown
in Fig.8. In Fig.8(a), we use the filter of r = 0.0 and various
(s, t) and show just a(x, y, 32) of each generated sequence,
and in Fig.8(b), a certain (s, t) and r = 0.2 are adopted. The
results indicate that we success in giving various disparities,
although we need some correction for the intensity of regions
where some duplications or lacks of depths occur.

7. CONCLUSION

In this paper, we proposed a novel method of image gener-
ation integrating multiple differently focused images. Based
on the spatial frequency analysis of a structured multi-focus
imaging sequence by using a three-dimensional filter, free
viewpoint, iris and focus images are directly generated from
the sequence without any depth estimation.

In the future, we would like to analyze actual blurs of ordi-
nary lenses in comparison of our blurring model for applying
this method to real images. We have already obtained prelim-
inary results about all-in-focus images of real images[6].

(a) Free viewpoint images
(an ordinary all-in-focus image is at the center)

(b) Images with a certain viewpoint and suppressed blurs
(z = 16, 28, 40)

Fig. 8. Free viewpoint, iris and focus image generation by
using a three-dimensional filtering.
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