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ABSTRACT

This paper presents a novel embedded image coding system based
on the pyramidal multidirectional image representation. The mul-
tiscale filter bank is a combination of the overcomplete pyramidal
directional filter bank at higher scales and the traditional maximally-
decimated wavelet filter bank at lower scales, to provide a sparse
image representation. The coding algorithm then efficiently clusters
the significant coefficients using progressive morphological opera-
tions. Context models for arithmetic coding are designed to exploit
the intra-band dependency and the correlation existing among the
neighboring directional subbands. Experimental results show that
the proposed coding algorithm outperforms the current state-of-the-
art wavelet based coders, such as JPEG2000, for images with direc-
tional features.

1. INTRODUCTION

Wavelet and filter bank (FB) have been one of major research topics
in signal processing for the last two decades. The discrete wavelet
transform (DWT) has been shown to be an optimal representation of
one-dimensional (1-D) piece-wise smooth signals [1] and has found
widespread uses in many signal and image processing applications.
However, the separable wavelets are not effective in capturing line
discontinuities since they cannot take advantage of the geometrical
regularity of image structures. Image transitions such as edges are
expensive to represent by wavelets. Therefore, integrating the geo-
metric regularity in the image representation is a key challenge to
improve the performance of current image coders.

Recently, Candès and Donoho constructed the curvelet trans-
form [2], and proved that it is an essentially optimal representation
of two-variable functions, which are smooth except at discontinuities
along C2 (twice differentiable) curves. The nonlinear approxima-
tion of a function f , f

(c)
M , reconstructed by M curvelet coefficients

has an asymptotic decay rate of ‖f − f
(c)
M ‖2 ≤ CM−2(log2 M)3.

This decay rate of the approximation error is a significant theoreti-
cal improvement compared to those by wavelet and Fourier coeffi-
cients, which are O(M−1) and O(M−1/2), respectively [1]. Since
the space of smooth functions with singularities along C2 curves is
similar to natural images with regions of continuous intensity and
discontinuous along edges, there is strong motivation for finding
similar transform in the discrete domain.

In [3], a pyramidal directional filter bank (PDFB) is proposed in
order to implement the contourlet transform. The proposed structure
of the PDFB, which is a combination of the Laplacian pyramid and
the conventional directional filter bank (DFB) [4], has the advantages
of multiresolution and multidirection. It attempts to separate the low
frequency components from the rest directional components, and re-
iterates with the same DFB in the lowpass band forming a pyramid
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structure. The transform can achieve the asymptotic optimal approx-
imation power as the curvelet transform. In fact, the PDFB is equiv-
alent to an overcomplete FB with one lowpass and 2n directional
highpass subbands. One criterion for the FB to achieve its theoret-
ical performance is that the directional filters must have very good
frequency characteristics.

In this work, we propose a novel embedded image coding scheme
with an overcomplete PDFB. The morphological operation is em-
ployed progressively to identify clusters of significant coefficients in
each bit-plane. Context-based arithmetic coding is used to encode
these significant coefficients. We design the context models so that
the intra-band and inter-band correlations of the overcomplete PDFB
can be well exploited.

The rest of the paper is organized as follows. Section 2 presents
the PDFB and the conditions on the lowpass filters needed to reduce
aliasing. Section 3 describes the proposed PDFB-based coding al-
gorithm. The experimental results and discussions are presented in
section 4. Section 5 summarizes this work.

2. THE REDUCED-ALIASING PDFB

A PDFB consisting of a Laplacian pyramid and a four-channel DFB
(Fig. 1(b)) is equivalent to an overcomplete five-channel FB with a
decimation matrix D2 = 2I , (I is the identity matrix). The overall
directional filters can be expressed in a closed-form formula from
the Laplacian and the DFB filters [5]. It is shown that the aliasing
occurs in these filters is from iterations in the Laplacian pyramid. It
can be reduced or removed by requiring the two filters of the pyra-
mid to satisfy the Nyquist property. This condition means that the
frequency responses of the two lowpass filters in the pyramid (F (ω)
and G(ω) in Figs. 1(b) and (c)) should have the passband regions
(including the transition bands) limited in [−π/2, π/2]2. F (ω) and
G(ω) in this paper are designed to have transition bands in the re-
gion 0.3π < |ωi| < 0.6π.

Fig. 1(a) depicts the frequency supports of the image decompo-
sition, in which the PDFB is used at the highest resolution, and the
DWT is used in the next four resolutions. To illustrate the construc-
tion, the analysis and synthesis sides of a PDFB with four directional
filters are described in Fig. 1(b) and (c), respectively. Note that the
conventional DFB is implemented by a binary tree of two-channel
FBs [4], and the four filters Hi(z) in Fig. 1(b) represent the equiva-
lent directional filters of the DFB tree.

3. IMAGE CODING USING HYBRID OVERCOMPLETE
PDFB AND WAVELET FB

Since significant coefficients of the PDFB are sparser than those of
wavelet, utilizing the statistical properties of the transform coeffi-
cients is a crucial task in the design of high-performance PDFB-
based coders. An explicit way to solve this problem is to classify
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Fig. 1. The PDFB employed in image coding. (a) The partitioning of the frequency plane by a hybrid PDFB and wavelet decomposition, and
(b) The analysis side of a PDFB; the DFB has four directional subbands and (c) the synthesis PDFB corresponds to analysis PDFB in (a).

the coefficients of each subband into two subsets that separate in-
significant and significant coefficients. Thus the quantization and
estimated models can be adapted to each subset independently.

A potential approach to exploit this behavior has been intro-
duced with the morphological operation for wavelet coding [6]. Based
on the observation that clusters tend to grow both in spatial and in
frequency domain, the previously detected significant coefficients
are used as seeds for the search of new significant ones. The clus-
tering trend of significant coefficients also exists in the PDFB bands.
This suggests using a morphological dilation to identify the signifi-
cant coefficients in the PDFB subbands before the coding step. Thus
different probability models can be estimated for significant and in-
significant coefficients separately. On the other hand, although the
overcomplete transform introduces more coefficients to be coded,
strong correlations exist between neighboring directional subbands
that can be adopted to improve probability modeling.

3.1. Progressive morphological dilation

(a) SE1 (b) SE2 (c) SE3

Fig. 2. Structuring elements used in the progressive morphological
dilation.

Erosion and dilation are two morphological operators frequently adopted [7].
Let I be a binary-valued image where dilation will be applied. Dila-
tion of a given set A ⊆ I with set B ⊆ I is defined by

A ⊕ B = ∪b∈BAb, (1)

where B is a binary-valued array called a structuring element (SE),
Ab denotes the translation of A to a point b [8]. The dilation opera-
tion produces an enlarged set, A ⊕ B, which can also be written as
A∪(A⊕B\A), where (A⊕B\A) represents the set of new points
obtained by dilation. If A is the set of previously detected significant
points, the points in set (A⊕B \A) have a much higher probability
to be recognized as significant.

Organizing and representing each subband of PDFB as irreg-
ular shaped clusters of significant coefficients provide an efficient
way for encoding. Exploiting cross-scale dependency and corre-
lation between neighboring DFB bands of the overcomplete pyra-
mid can further improve the detection accuracy of significant coef-
ficients. Moreover, shaping the clustering boundaries with less cost

should be also considered with adaptive SE’s [9]. A progressive em-
bedded coding algorithm is proposed to code the significant coeffi-
cients based on morphological dilation. Six passes are performed
for coding the coefficients at each bit-plane. Three different SE’s, as
shown in Fig. 2, are adopted in these coding passes for variant steps
of dilation.

1. Significance detection (SD) pass: The intra-band dependency
is exploited in this pass. The square SE1 in Fig. 2(a) is
adopted to detect new significant positions based on signif-
icant neighbors in the previous bit-planes.

2. Cross-band prediction (CBP) pass: Based on the fact that the
inter-band correlation exists between the successive decom-
position levels, a significant cluster in a children subband can
be predicted by those in the parent subband. The diamond
SE2 in Fig. 2(b) is employed to dilate around the associated
children positions corresponding to each significant position
in the parent subband.

3. Neighboring correlation prediction (NCP) pass: This pass is
designed to capture the redundancy within the overcomplete
directional subbands. If the two spatial filters have small an-
gle difference in their principal directions, their correspond-
ing decimated subbands exhibit significant dependency be-
tween those coefficients at the same positions relative to their
upper-left corners. Hence, the distribution of significant co-
efficients of each directional subband is highly correlated to
their neighboring subbands (cousin subbands). For the cur-
rent subband, those coefficients associated with the identi-
fied significant coefficients in the cousin subbands are coded.
SE1 is employed to implement the dilation around the result-
ing new significant coefficients.

4. Boundary shaping (BS) pass: Typically, on the boundaries
of a large cluster, there are a few scattered significant coeffi-
cients located in small isolated clusters. It is difficult to fore-
cast the dimension of these isolated clusters. Hence adaptive
dilation is expected to search around a cluster. The smaller
rood SE3 in Fig. 2(c) is adopted for dilation on the previ-
ously formed cluster boundaries which are identified by the
insignificant positions. The boundary extension is adaptively
controlled based on the occurrence of new significant posi-
tions detected. It stops when the recursive dilation results in
no more new significant positions.

5. Sparse significant coefficients detection (SSD) pass: Although
most of the significant coefficients have been recognized by
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the previous four passes, there are still few sparse signifi-
cant coefficients remained undetected. Those coefficients that
have not been processed are scanned and coded in a raster or-
der. The dilation using SE1 is implemented if a new signifi-
cant coefficient is found.

6. Magnitude refinement (MR) pass: Refine those significant co-
efficients that have been recognized in previous bit-planes.

3.2. Context modeling

According to the conditional probability theory, context modeling
can exploit the inter-symbol redundancy by switching between dif-
ferent probability models [10]. In embedded coding systems, the
coding is conducted on a series of significance maps that correspond
to a set of decreasing thresholds. After each pass of coding, all co-
efficients are quantized to specific values and can be used as context
information. Thus, a significant context template, as described in
Fig. 3, is defined to exploit the coefficients that have been coded by
the previous passes or bit-planes.

c1 c2 c3

c4 C c5

c6 c7 c8

c11

c9 c10

parent

previous 

cousin

next  

cousin

Fig. 3. Context modeling template.

In Fig. 3, C is the current symbol that needs to be coded. c1, ..., c11

are reconstructed values up to the current coding pass of the corre-
sponding coefficients. We define a series of reconstruction matrices
Yn

s , in which each element is the reconstructed value of the corre-
sponding coefficient, n indicates the order of coding passes, s de-
notes the subband index. Assume C is the (i, j)th element of the
binary significance map in pass n of subband s. Thus the intra-band
correlation is derived from the 8 neighboring coefficients,

cm = yn′
s (i + a, j + b), a, b = -1, 0, or 1, m = 1, ..., 8. (2)

where n′ = n − 1 or n since the morphological dilation does not
guarantee a raster scan order for the coefficients that have been coded.
The coefficients of parent and cousin subbands are also used to ex-
ploit the inter-band dependency

c9 = yn
s−1(Nc(i), Nc(j)),

c10 = yn−1
s+1 (Nc(i), Nc(j)),

c11 = yn
P (s)(Pc(i), Pc(j)), (3)

where P (·) specifies the parent of band s, Nc(·) and Pc(·) are func-
tions for the cousin and parent subbands, respectively, that specify
the coordinates corresponding to the positions in the current sub-
band. Considering the weak correlation among the cousin subbands
for wavelet, c9 and c10 are not used for coding wavelet coefficients
in the simulation. Thus the NCP pass is executed only for those
directional subbands.

3.3. Algorithm summary

In this section, we summarize the coding algorithm. Six passes are
designed in this approach. The produced progressive bitstream can
be truncated at any pass. Let wij(k) be the coefficient with the coor-
dinate (i, j) relative to the upper-left corner of subband k. LSC(k)
and LIC(k) represent the lists of significant and insignificant coef-
ficients, respectively. D(SEm), m = 1, 2, 3, denotes the operation
of morphological dilation with the structuring element specified by
SEm. V [wij(k)|SEm] = wij(k) ⊕ SEm \ wij(k), defines the
vicinity of wij(k) generated by dilation with SEm. Let P (k) and
N(k) be the parent and cousin bands of subband k, respectively.
C[wij(k)] and N [wij(k)] denote the corresponding coefficients in
P (k) and N(k) associated with wij(k).

The PDFB-based coding algorithm is summarized as follows.

1. (Initialization): Decompose the image with PDFB. Find the
maximum number of bit-planes M and set n ← M .

2. (SD pass): If n = M , go to step 6).
Apply D(SE1) to each entry of LSP (k). Encode all w ∈
V [wij(k)|SE1] that have not been scanned with arithmetic
coding, if w is insignificant, attach it to the end of LIC(k);
else encode the sign of w, and add it to the end of LSC(k).

3. (CBP pass): If k = 0, i.e. the LL band, go to step 5).
For the significant coefficients of P (k), apply D(SE2) to
each entry of C[wij(P (k))]. Similar to SD pass, encode each
newly scanned coefficient and add these coefficients to the
end of either LSC(k) or LIC(k) depending on whether they
are significant or not.

4. (NCP pass): If subband k is a wavelet band, go to step 5).
For the significant coefficients of N(k), apply D(SE1) to
each entry of N [wij(N(k))]. Encode each scanned coef-
ficient. Add the coefficient to the end of LSC(k) if it is
found to be a new significant coefficient; otherwise append
it to LIC(k).

5. (BS pass): Apply D(SE3) to each entry of LIC(k). If a
new significant coefficient is found, the recursive dilation is
implemented around it until no more new significant coeffi-
cient is detected. Encode the scanned coefficients and update
LSC(k) and LIC(k) correspondingly.

6. (SSD pass): The remaining coefficients are scanned and coded
in raster order. However, if one significant coefficient is found,
apply D(SE3) at once, then continue to scan the following
coefficients that have not been coded. Update LSC(k) cor-
respondingly.

7. (MR pass): If n = M , go to step 8);
Encode the nth bit of those significant coefficients recog-
nized by previous bit-planes.

8. (New bit-plane): Empty all LIC’s, set n ← n − 1, and go
back to step 2).

4. SIMULATION RESULTS

For the sake of comparison, the proposed PDFB-based algorithm
is compared with three state-of-art wavelet based coding schemes:
SPIHT [11] with arithmetic coding, JPEG2000 [12] and the embed-
ded coder of morphological representation of wavelet data (MRWD)
[6]. Two 512× 512 grayscale images, Barbara and Lena, are tested.
A 5-level decomposition is used for SPIHT, MRWD and JPEG2000
with 9/7 Daubechies wavelet filters. On the other hand, a 5-level
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PDFB decomposition, as described in Fig. 1(a), is applied in the pro-
posed scheme, where the four coarser levels are decomposed using
9/7 filters and the level with the finest resolution is decomposed into
16 directional subbands using PDFB.

Table 1. Performance comparison (PSNR [dB]) for Barbara.
Rate(bpp) SPIHT MRWD JPEG2000 PDFB

0.10 24.24 24.15 24.66 25.24
0.15 25.63 25.32 25.93 26.74
0.20 26.63 26.86 27.31 27.84
0.25 27.56 27.51 28.36 28.94
0.30 28.54 28.16 29.24 29.86
0.40 30.09 30.18 30.83 30.97
0.50 31.38 31.31 32.26 32.42

Table 2. Performance comparison (PSNR [dB]) for Lena.
Rate(bpp) SPIHT MRWD JPEG2000 PDFB

0.10 30.17 30.18 29.87 29.86
0.15 31.87 31.55 31.69 31.87
0.20 33.12 33.14 32.97 33.07
0.25 34.09 33.90 34.13 33.98
0.30 34.93 34.57 34.75 34.91
0.40 36.22 36.17 36.09 35.96
0.50 37.20 37.01 37.22 36.78

Table 1 shows the performance of Barbara with different sys-
tems in terms of PSNR. The performances are calculated by trun-
cating the embedded bitstreams at different rates during decoding.
In the comparison, the proposed algorithm consistently outperforms
all the other three schemes. Although the overcomplete transform
is employed in the proposed scheme, the improvements are still re-
markable for rich-edgy images. This is because of that the PDFB can
represent the geometrical regularity of image structures with fewer
coefficients and smaller magnitudes. Hence, the proposed algorithm
is more efficient at very low bit rates when a few of significant coef-
ficients are actually used for reconstruction. For instance, the PDFB-
based coder gains 0.81 dB in PSNR over JPEG2000 at 0.15 bpp for
Barbara image. Fig. 4 shows the reconstructed Barbara images at
0.15 bpp for JPEG2000 and the proposed coder. On the other hand,
the PDFB-based codec exhibits competitive performance for smooth
images, such as Lena. As shown in Table 2, the performance of our
codec is comparable to that of the other three coders, and the perfor-
mance difference is getting smaller as the bit-rate decreases.

5. CONCLUSION

In this paper, we propose a novel embedded image coding scheme
using hybrid overcomplete PDFB. The improved design of the PDFB
helps to reconstruct images with directional features by fewer coef-
ficients than other image decompositions. Based on the progressive
morphological dilation of significant coefficients, the highly concen-
trated PDFB significant coefficients are identified by exploiting the
intra-band statistical dependencies. The correlation exists among
the neighboring directional subbands is also adopted to reduce the
high redundancy of the overcomplete transform. Experimental re-
sults justify that the proposed algorithm is superior to the state-of-art
wavelet-based coders for rich-edgy images.

(a) (b)

Fig. 4. Reconstructed Barbara images at 0.15 bpp using (a)
JPEG2000, PSNR = 25.93 dB and (b) PDFB, PSNR = 26.74 dB.
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