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UMR CNRS 6168 LSIS System and Information Sciences lab, Université du Sud Toulon-Var
BP 20132 F-83957 La Garde cedex, France {tollari,glotin}@univ-tln.fr

ABSTRACT

We propose first to generate new visual features based on en-
tropy measure (heterogeneity), and then we address the ques-
tion of feature selection in the context of mislabeled images
for automatic image classification. We compare two methods
of word dependant feature selection on mislabeled images:
Approximation of Linear Discriminant Analysis (ALDA) and
Approximation of Maximum Marginal Diversity (AMMD). A
Hierarchical Ascendant Classification (HAC) is trained and
tested using full or reduced visual space. Experiments are
conducted on 10K Corel images with 52 keywords, 40 visual
features (U) and 40 new heterogeneity features (H). Com-
pared to HAC on all U features, we measure a classification
gain of 56% and in the same time a reduction of 92% of the
number of features using a simple late fusion of U and H.

1. INTRODUCTION

Query by example is a typical mode of request in image re-
trieval system where user provides a query-image and the
system searches for similar images based on a combination
of low level multidimensional features of the query example.
But this multidimensional search is not efficient due to the
high dimensional problem [3, 4]. Moreover, traditional tech-
niques in Content-Based Image Retrieval are limited by the
semantic gap, which separate low-level information extracted
from images and the semantic user request. Users are looking
for images with semantics whereas current processing only
deals with visual features. Therefore, in this paper we pro-
pose a word dependant feature selection on the usual feature
space and its heterogeneity extension, to determine which are
the most relevant visual features to discriminate a given con-
cept.

In the next section, we present usual feature and new het-
erogeneity feature. In section 3, we describe two features
selection methods: LDA and MMD, approximated for misla-
beled data. In section 4, we describe the corpus and show fea-
ture selection and HAC results for usual, heterogeneity, early
fusion and late fusion feature space. Finally, we discuss our
results in the conclusion.

Thanks to K. Barnard [1] and J. Wang [2] for providing Corel data.

2. VISUAL FEATURES

Image processing are usually based on color, texture and
shape features representing, rather roughly, major visual
properties. Moreover, images are often segmented into re-
gions (called ‘blobs’ that are in our paper automatically ex-
tracted by Normalized Cuts [5]; see Fig. 1). In this section we
present the usual feature set we use, and we propose to gener-
ate from it a new one set motivated by psychovisual studies.

2.1. Major visual properties and usual features

Visual feature set are often chosen to be computable for any
image region, and to be independent of any recognition hy-
pothesis. As in [1], we use for each blob the 40 features listed
below. Color is represented using the average and standard
deviation of (R,G,B), (L,a,b), r=R/(R+G+B), g=G/(R+G+B).
Texture is represented using the average and variance of 16
filter responses. We use 4 differences of Gaussian filters with
different sigmas, and 12 oriented filters, aligned in 30 degree
increments [5]. Shape is represented by the ratio of the area
to the perimeter squared, the moment of inertia, and the ratio
of the region area to that of its convex hull. Size is the image
portion covered by the blob, and position is the coordinates of
blob center of mass normalized by the image size. But as said
in [1], it is not clear that these image features are canonical.

2.2. Heterogeneity of features

According to the experiments carried out in psychovision by
J. Martinet [6], heterogeneity criterion applied to surfaces has
more or less impact in visual descriptions of objects. The
value of the heterogeneity of the visual feature vj of the image
d containing the bp blobs is the entropy of the distribution of
its probabilized values bp,j:

Hj = −
∑

bp∈d

bp,j × log
2
(bp,j). (1)

In [6], heterogeneity is only defined on the area feature.
Based on neurobiological studies [7], we propose in this pa-
per to extend heterogeneity concept to all features. Recent
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Fig. 1. Example of automatic image segmentation by Nor-
malized Cuts algorithm [5] on Corel image labeled globally
by {WATER, BOAT, HARBOR, BUILDING}. It’s difficult to
know which blob may be labeled by a word. Moreover, a
bijection between blobs and words is not possible.

advances in cognitive sciences claim that human interpreta-
tion is based on a contextual visual analysis. As pointed out
in [7]: “This context-dependent transformation from image
to perception has profound but frequently under-appreciated
implications for neurophysiological studies of visual process-
ing”. Content-based image retrieval systems should take into
account this context-based neuronal bases of visual scene per-
ception. Red color can be discriminant for ‘tomato’, but it is
much more the heterogeneities of color features that are dis-
criminant for ‘market’. Thus we extend the visual space ap-
plying heterogeneity to all normalized usual features.

3. AUTOMATIC WORD DEPENDANT FEATURE
SELECTION ON MISLABELED DATA

Due to the high dimension problem [3, 4], a good visual in-
dexing would be made up with the visual features which have
the strongest discriminating capacities. To determine which
are the most relevant visual features to annotate an image with
a word is a difficult problem because available (mostly misla-
beled) data do not correspondwith traditional statistical meth-
ods requirements. Previous works showed that simple meth-
ods like LDA1 (Linear Discriminant Analysis) or Maximum
Marginal Diversity (MMD) [9] can discriminate acoustic [10]
and visual features [11], but these methods were applied on
well labeled corpuses describing a univocal relation between
a conceptual class and a feature. The main difficulty for ap-
plying this kind of methods on large general images corpus
is that they do not have a label for each blob, but a words set
for an image (Fig. 1). We make however the following as-
sumption: if an image database presents each concept with a
rather broad contextual variety, then LDA or MMD methods
can estimate the N best discriminant features of each concept.
Thus, for each word, we build a bipartition of the training set:
the class WORD of images which are labeled by this word
and the class NONWORD of images which are not labeled
by it. Fig. 2 gives some features distributions obtained on
WORD and NONWORD classes for ‘snow’.

1Whereas PCA seeks directions that are effi cient for representation, LDA
seeks directions that are effi cient for discrimination ([8] p.117).
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Fig. 2. Conditional likelihoods p(vj |wi) and p(vj |¬wi) of 5
features for WORD (W) versus NONWORD (NW) approx-
imated classes for keyword SNOW. Features are sorted from
the best discriminative (N1) to the worst one (N40) (estimated
by ALDA): N1 (‘B’ of RGB), N2 (‘B’ of LAB), N3 (‘std A’
of LAB), N4 ( ‘std G’ of RGS) and N40 (‘3rd sigma tex-
ture’). We see likelihood differences for discriminant features
between W versus NW classes, and overlapping for N40.

3.1. Approximation of Linear Discriminant Analysis

Based on our two classes WORD and NONWORD, we cal-
culate for each word wi and for each visual feature vj , the
between variance B̂(vj ; wi) (average variance of each class)
and the within variance Ŵ (vj ; wi) (weighted average of each
class variance). Finally, we calculate for each word wi and
each feature vj the discriminant power F̂ (vj ; wi) defined by:

F̂ (vj ; wi) =
B̂(vj ; wi)

B̂(vj ; wi) + Ŵ (vj ; wi)
(2)

This method, called ALDA (Approximation of LDA), has
been theoretically and experimentally proved in [12, 13]. It
showed that ranking errors due to this approximation are
small as long as enough samples are used and considered con-
cept is presented in various contexts.

3.2. Approximation of Maximum Marginal Diversity

LDA makes the assumptions that class densities are gaussian,
that are unrealistic for most problems involving real data. The
best feature set characterizing word class wi should contain
those feature with large marginal diversities [9]. The marginal
diversities M̂D(vj ; wi) of feature vj in class wi can be de-
fined as the Kullback-Leibler divergence between p(vj |wi)
and p(vj |¬wi):

M̂D(vj ; wi) =
∑

p(vj |wi)log
p(vj |wi)

p(vj |¬wi)
. (3)

3.3. Adaptive Features selection

To automatically determine the number of best features to dis-
criminate each word as well as possible, we choose the N
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Fig. 3. ROC of the HAC image classification for word
WOMAN applied for various methods to usual (U) and het-
erogeneity (H) features on DEV set. Between two points of
the curve, 5% of the closest blobs are aggregated by HAC.

most discriminating ones which cumulate τ % of the total
sum of the discriminant powers D̂P (= F̂ or M̂D) over all
the δ features for this word (method ‘NADAPTτ ’). We sort
D̂P by descending order, then the system choose N such that:

N∑

j=1

D̂P (vj ; wi) = τ
δ∑

j=1

D̂P (vj ; wi). (4)

4. EXPERIMENTAL RESULTS

4.1. Corpus

We use the same data as in [1]. Experiments are made on
Corel images database made of various 10K images, approx-
imately 100 000 segments (called ‘blobs’) are preprocessed
in [1] by ‘Normalized Cuts’ algorithm [5]. This segmenter
has the occasional tendency to produce small, typically un-
stable regions. We keep the 10 largest regions in each image
by computing, for each region, a set of 40 features described
in section 2.1. Then we calculate the heterogeneity for each
visual feature. In order to avoid artifact, we normalize both
U and H feature vectors in 90% of their MLE Gamma dis-
tribution. Finally, each blob is represented by a vector of 80
dimensions where each component is in [0, 1]. Features pdf in
eq. (3) are estimated by

√
256 bins histograms on TRAIN set.

Each image of Corel is manually labeled by an average of 3.6
words from a lexicon of 250 different words. We choose to
study in this article only the 52 keywords having more than 60
occurrences in our training set. The corpus is split by chance
in a training set (TRAIN) of 5000 images, a development set
(DEV) of 2500 images and a test set (TEST) of 2500 images.
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Fig. 4. Comparison of the normalized scores (NS) obtained
on TEST set for NADAPT0.30 LDA U and NADAPT1.00
LDA H methods. Some words are more discriminated by het-
erogeneity (H) features than by usual (U) ones.

4.2. Word Clustering by HAC

To model the association between visual features for a given
word, we build visual clusters by Hierarchical Ascendant
Classification (HAC). For each word, we cluster by HAC the
visual vectors – reduced to the N best dimensions chosen by
ALDA or AMMD – of TRAIN images labeled by this word.
Each visual cluster is represented by mean and std vectors. A
visual cluster is an hyperrectangle in the visual multidimen-
sional space. Finally, the system indexes an image by a word
if at least 3 blobs of the image are in 1 of the visual clusters
of this word ([14] for details). Each DEV and TEST image
is labeled by a word set, thus we calculate the rates of sensi-
tivity and specificity. We use the score “Normalized Score”2

(NS= sensitivity + specificity -1) [1]. We optimize parameters
(clusters sizes) on DEV set maximizing NS (Fig. 3).

4.3. Selection and fusion results on TEST

Feature selection results for 2500 TEST images and 52 key-
words are shown in Fig. 5 and Tab. 1. LDA and MMD feature
selections both reduce space dimension and increase score
classification with U features, but not with H ones, it might
be due to the lack of samples for H (only one vector by im-
age). MMD works better than LDA with U, but not with
H, nevertheless classification with H give better result than
with U when all features are used. As shown in Fig. 4, some
words are better discriminated with H than with U. We use
this results to fusion efficiently U and H spaces. For late fu-
sion, we learn, for each word on DEV set, which space max-

2NS is 1 when the system fi nds the n words of references and none of
the other words, -1 when it only fi nds the words which are not references, 0
when all the words of the lexicon are found (-1≤ NS ≤ 1).
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Fig. 5. Averaged NS, over 52 keywords and 2500 TEST
images, in function of the average number of features used.
Each dot is for τ = 10% to 100% (left to right). NADAPT
MMD/LDA U both naturally converge to the reference model
U on usual feature without feature selection (τ=1.00).

imizes NS, but we keep separated LDA and MMD methods.
For early fusion, for each word, we build balanced features
vectors of size Z = ZU + ZH by taking ZU best features
from NADAPT U features set and ZH from NADAPT H one,
where ZU/ZH = NSDEV (U)/NSDEV (H). For example, if
for one word NS = 0.4 by NADAPT U, and 0.2 by NADAPT
H, then the late fusion vector of size 6 has the 4 best U fea-
tures and the 2 best H ones.

5. DISCUSSION AND CONCLUSION

As expected NADAPT MMD U (no gaussian assumption)
gives the best gain over reference: dimension is reduced by
95% with classification gain is 45%. Both late LDA and
MMD fusions are more efficient than NADAPT methods be-
cause of the optimal NADAPT selection method for each
words. LateLDA is better than LateMMD because NADAPT
MMD H is worth than NADAPT LDA H (due to the integra-
tion eq. (1), pdf estimates are wrong). Finally, the simple and
low cost LateLDA fusion is the best method reducing by 92%
the visual space and enhancing by 56% the HAC. First, our
paper demonstrates the efficiency of Approximated LDA or
MMD features selections. Second, we demonstrate the effi-
ciency of the late fusion of usual and heterogeneity features
which are rich cues for the perceptual interpretation of am-
biguous image. Stochatics fusion methods will be set for op-
timal fusion of these complementary visual features.
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