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ABSTRACT

Fingerprints are feature vectors that can uniquely character-
ize the video signal. The goal of a video fingerprinting sys-
tem is to judge whether two videos have the same contents by
measuring distance between fingerprints extracted from the
videos. In this paper, a novel video fingerprinting method
based on the centroids of gradient orientations is proposed.
The centroid of gradient orientations is chosen due to its relia-
bility and robustness against common video processing steps.
A threshold used to reliably determine a fingerprint match is
theoretically derived, and its validity is experimentally veri-
fied. The experimental results show that the proposed finger-
print is not only pairwise independent but also robust against
common video processing steps.

1. INTRODUCTION

Today an enormous amount of video contents is digitally pro-
duced, stored, and distributed. The proliferation of digital
videos has made accessibility of video contents that much
easier and cheaper while being the source of many problems
such as illegal distribution of copyrighted movies via file shar-
ing services on the Internet. Protection, management, and in-
dexing of the video contents have become essential with the
increasing popularity of digital videos. Among various solu-
tions to these problems, fingerprinting is receiving increased
attention. Fingerprints are perceptual features or short sum-
maries of a multimedia object [1], and the goal of fingerprint-
ing is to provide fast and reliable methods for content iden-
tification [2]. Specifically, the goal of a video fingerprinting
system is to judge whether two videos have the same con-
tents even under quality-preserving distortions, e.g. resizing,
frame rate change, lossy compression such as MPEG, DivX,
and WMV, etc.

Features for fingerprinting should be carefully chosen since
they directly affect the performance of the entire video finger-
printing system. In general, the video fingerprints need to
satisfy the following properties [1].

• Robustness: The fingerprints extracted from a degraded
video should be similar to the fingerprints of the origi-
nal video.

• Pairwise independence: Two videos, that are percep-
tually different, must have different fingerprints.

• Database search efficiency: Fingerprints must be suit-
able for fast database (DB) search.

Many features have been proposed for the video finger-
printing, e.g. color (luminance) histogram [3], mean lumi-
nance and its variants [4][5][6], dominant color [7], etc. In
this paper, a novel video fingerprinting method based on the
centroid of gradient orientations (CGO) is proposed. The
gradient orientation is the direction in which the directional
derivative has the largest value. Lowe [8] used the histogram
of gradient orientations as local descriptors for object recog-
nition, and comparative test in [9] showed that it performs
best among various local descriptors. However its high di-
mensionality renders the histogram of gradient orientations
unsuitable for video fingerprinting. Instead, we propose the
CGO as a video fingerprint. Fingerprint matching is per-
formed using the squared Euclidean distance. By modelling
the proposed fingerprint as a stationary process, a threshold
for the reliable matching is obtained. The experimental re-
sults show that the CGO satisfies the main requirements of
fingerprints and outperforms other features in the context of
video identification.

The rest of the paper is organized as follows. Section 2
describes the proposed video fingerprinting method in detail.
Section 3 provides the results of the various performance eval-
uation on the proposed video fingerprinting method. Finally,
Section 4 concludes the paper.

2. PROPOSED VIDEO FINGERPRINTING METHOD

An overview of the proposed fingerprinting method is shown
in Fig. 1. First, an input video is resampled at a fixed frame
rate F frames per second (fps) to cope with the frame rate
change (typically F = 10 fps). Next, each resampled frame
is converted to the grayscale and its width and height are nor-
malized to the fixed values Rx and Ry (typically Rx = 320
and Ry = 240), respectively. These steps make the proposed
fingerprints robust against variations in color characteristics
and resizing. Then, each resized frame is partitioned into
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Fig. 1. Overview of the proposed video fingerprint extraction

M = Mx × My blocks (typically Mx = 4 and My = 2),
and the centroid of gradient orientations is calculated for each
block. Finally, M -dimensional vector of the centroids is ob-
tained and used as a fingerprint for the frame. For finger-
print matching, a fingerprint sequence that consists of finger-
prints extracted from K consecutive frames is used (typically
K = 100 that corresponds to 10 seconds when F = 10 fps).
The details of the proposed method are explained in the next
subsections.

2.1. Fingerprint based on centroid of gradient orienta-
tions

For each luminance value s(x, y) of a block S in a video
frame, the gradient magnitude m(x, y) and orientation θ(x, y)
are calculated as follows:

m(x, y) =
√

G2
x + G2

y (1)

θ(x, y) = tan−1(Gy/Gx) (2)

where the partial derivatives Gx and Gy are approximated by
Gx = s(x + 1, y) − s(x − 1, y) and Gy = s(x, y + 1) −
s(x, y − 1). Then, the centroid of gradient orientations of the
block S is calculated as follows:

c =

∑X−1
x=2

∑Y −1
y=2 θ(x, y)m(x, y)∑X−1

x=2

∑Y −1
y=2 m(x, y)

(3)

where X = Rx/Mx and Y = Ry/My . The value of the CGO
ranges from −π

2 to π
2 regardless of the location of the block.

A vector of M CGOs is used as a fingerprint for a frame, and
a vector of MK CGOs extracted from K consecutive frames
is used as a fingerprint sequence for fingerprint matching.

2.2. Fingerprint matching

In the fingerprint matching, two videos are declared similar
if the distance between their fingerprints is below a certain
threshold T . For the selection of T , the false alarm rate PFA

and the false rejection rate PFR are considered. The false
alarm rate PFA is the probability to declare different videos
as similar, while the false rejection rate PFR is the probabil-
ity to declare the videos from the same video as dissimilar.
In practice, PFR is difficult to analyze since there are plenty

of video processing steps of which the exact characteristics
are unknown. Thus it is common to deal with only PFA for
choosing the threshold T [1].

2.2.1. Fingerprint modelling

The problem of fingerprint matching is approached by assum-
ing the proposed fingerprint as a realization of a stationary
process. We note that similar analysis has been performed for
watermark detection in [10], and matching of audio finger-
prints in [1]. Let c[n] be the CGO of a fingerprint sequence
(1 ≤ n ≤ N = MK). We further normalize c[n] by its mean
mc and variance σ2

c as follows:

p[n] =
c[n] − mc

σc
. (4)

So that p is a random process with zero mean and unit vari-
ance. By simplifying the stochastic model of the CGO as the
first-order autocorrelation, the following expressions are ob-
tained:

R[k] = E

[
p[n]p[n + k]

]
= a|k|,

Q[k] = E

[
p2[n]p2[n + k]

]
= 1 + (µ4 − 1)b|k| (5)

where µk = E[pk[n]], and a and b represent a measure of
the correlation of CGO. By the normalization, µ1 = 0 and
µ2 = 1. Experimental results obtained from the actual video
data show that the proposed fingerprint follows the first-order
model reasonably well, and the values of a, b, and µ4 are
typically 0.800, 0.685, and 4.349, respectively.

2.2.2. Reliability analysis

Fast and mathematically tractable fingerprint matching can be
achieved by using the squared Euclidean distance D as fol-
lows:

D =
1
N

N∑
n=1

(p[n] − q[n])2 (6)

where p and q are the CGOs of the different fingerprint se-
quences. By the central limit theorem, the distance D has
a normal distribution if N is sufficiently large and the con-
tributions in the sums are sufficiently independent [10]. The
expectations of D and D2 are given as

E[D] =
1
N

E

[ N∑
n=1

(p[n] − q[n])2
]

= 2µ2 + 0 = 2, (7)

II  402



E[D2] =
1

N2
E

[( N∑
n=1

(p[n] − q[n])2
)2

]

=
4

N2

N−1∑
k=1

(N − k)[1 + (µ4 − 1)bk + 2a2k]

+2 + (2µ4 + 4)/N. (8)

Using the typical values of a, b, and µ4, the standard de-
viation σD of the distance D is obtained as 0.2596. Through
the normal approximation of the distance N(2, σ2

D), the prob-
ability of false alarm PFA is given as follows:

PFA =
∫ T

−∞

1√
2πσD

exp
[−(x − 2)2

2σ2
D

]
dx. (9)

For a certain value of PFA, the threshold T for D can be
determined. In the experiments we use T = 0.4. Then we
arrive at a very low false alarm rate of 3.512 × 10−10.

3. PERFORMANCE EVALUATION

3.1. Performance of the proposed method

The performance of the proposed video fingerprinting method
is evaluated using the fingerprint DB generated from 60 videos
belonging to various genres, such as commercial, movie, mu-
sic video, sports, news, documentary, etc. The length and the
resolution of the videos in the DB range from 2 to 4 minutes,
and from 320 × 240 to 720 × 400, respectively. The frame
rate is 29.97 fps for all videos. The parameters used for the
simulations are F = 10, Rx = 320, Ry = 240, Mx = 4,
My = 2, and K = 100.

Pairwise independence of the proposed video fingerprint
is evaluated using 101,768 randomly selected pairs of finger-
print sequences. Fig. 2 shows the histogram of the squared
Euclidean distance between the chosen pairs. The histogram
shows that the proposed fingerprint follows the stochastic model
in Section 2.2 reasonably well. The mean and the standard
deviation of the measured distance were 1.9663 and 0.2936,
respectively, and both of them are close to the theoretically
derived values.

To evaluate the robustness of the proposed video finger-
print, the original videos are subjected to various video pro-
cessing steps. Mean, standard deviation, and false rejection
rate PFR of the measured distance between the original and
the processed video fingerprints are summarized in Table 1
for 329 randomly selected fingerprint sequences whose total
length corresponds to about 55 minutes. The measured dis-
tance was below the threshold T = 0.4 for all video process-
ing steps except the histogram equalization which causes 9
false rejections out of 329 fingerprint sequences. This result
is not surprising since the histogram equalization sometimes
severely degrades the perceptual quality of the video, and 9
fingerprint sequences falsely rejected in the experiments were
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Fig. 2. Histogram of the squared Euclidean distance between
the fingerprint sequences extracted from different videos.

Table 1. Mean, standard deviation (Std) and false rejection
rate (with threshold T = 0.4) of the measured distance for
different kinds of video processing steps.

Processing Mean Std PFR

DivX@1Mbps 0.0286 0.0320 0.0
DivX@500kbps 0.0378 0.0634 0.0
Brightness +15% 0.0288 0.0443 0.0
Red channel +20% 0.0245 0.0297 0.0
Gaussian blurring (1 pixel) 0.0349 0.0542 0.0
Histogram equalization 0.1156 0.1111 0.0274
Resizing to CIF (352x288) 0.0345 0.0398 0.0
Frame rate change
(29.97 → 24 fps) 0.0408 0.0436 0.0

those extracted from severely distorted parts of the video.
The overall results show that the proposed video fingerprint
is highly robust against common video processing steps.

3.2. Comparison of the proposed method with other fea-
tures

The robustness of the proposed video fingerprint is compared
with that of luminance histogram, block mean luminance, and
difference of block mean luminance. Difference of block
mean luminance is obtained by taking difference of mean lu-
minances of blocks adjacent in spatial and temporal domain
as in [5]. Oostveen et al. take signs of differences and form
binary fingerprints, however the values of the differences are
used as fingerprints in this comparative test. The dimensions
of the evaluated fingerprints are set to 8 per frame except dif-
ference of block mean luminance whose dimension is set to 9
per frame.

The comparative test is performed using the DB generated
from 60 videos. Manhattan distance for luminance histogram
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Fig. 3. Comparison of robustness of the features against video
processing steps.

and squared Euclidean distance for other features are used as
distance measures. The length of the fingerprint sequence for
the matching is set to K = 10 which corresponds to 1 sec-
ond. For each processed video, 4 kinds of fingerprints are
extracted, and the DB position with the minimum distance is
found by exhaustively searching the DB. If the DB position
with the minimum distance exactly corresponds to the tem-
poral positions of the input fingerprint sequence in the pro-
cessed video, it is assumed that the input fingerprint sequence
is correctly identified. Fig. 3 shows the probability of correct
identification for 4 fingerprints. The results show that the pro-
posed video fingerprint is more robust than other features for
the video identification.

4. CONCLUSION

In this paper, a novel video fingerprinting method based on
the centroids of gradient orientations is proposed. The per-
formance of the proposed fingerprint is evaluated with videos
from various genres using the matching threshold theoreti-
cally derived by modelling the CGO as a stationary process.
The experimental results show that the proposed fingerprint is
discriminative and highly robust against common video pro-
cessing steps. In comparative test, the proposed fingerprint
outperforms other widely-used features. It would be the fu-
ture work to propose an efficient DB search algorithm suitable
for the proposed fingerprint.
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