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ABSTRACT

We propose two identification methods for JPEG-coded images. The
purposes are to identify the images that are compressed from the
same original image with various compression ratios in fast and ro-
bust manner. The first approach can avoid identification leakage or
false negative (FN), and could result in a few false positives (FP).
The second approach can avoid both FN and FP, with a slightly
longer processing time. By combining the two schemes, a faster
and a more perfect identification can be achieved, in which FN and
FP can be avoided.

1. INTRODUCTION

A large volume of digital images are available recently, and many
of them are compressed using JPEG (Joint Photographic Experts
Group) standard [1], with various compression ratios. As a conse-
quence, JPEG image identification is becoming increasingly impor-
tant, and identification methods should require the following proper-
ties: (1) able to identify the images in short time, and (2) robust to
JPEG compression in which JPEG images that are compressed from
the same original image with various compression ratios can be iden-
tified without resulting in false negative (FN) and false positive (FP).
FN or leakage refers to a failure of identifying images that are com-
pressed from the same original image; and FP occurs when images
compressed from different original images are also identified.

Although some methods have been introduced for image authen-
tication and recognition [2, 3, 4], and retrieval or indexing [1, 5, 6,
7, 8], they are not sufficient to be used as identification means which
fulfilling the requirement described previously. Because additional
calculation for obtaining feature [1, 2, 3, 4, 5, 6, 7, 8] are required to
achieve a higher identification accuracy. As a result, longer process-
ing time might be required. In addition to that, those methods may
result in a leakage and/or FP when accomplishing the identification
between compressed images [2, 4, 5], since the effect of the JPEG
compression had not been considered in advance.

In this paper, we propose two novel identification methods that
can identify the images by considering two previous requirements,
namely: without any additional effort for calculating features and
without resulting in FN and FP. In the first method, the identifica-
tion of two images is accomplished by comparing the positive and
negative signs of quantized DCT (Discrete Cosine Transform) coef-
ficients. These signs can be accessed without necessity of full JPEG
decoding, thus a low processing time can be achieved. The second
method utilizes the ratio of the quantized DCT coefficients of the two
images and the ratio of their corresponding quantization tables. The
first method is able to identify the images without FN, and could re-
sult in a few occurrences of FP. The second method can identify the
images without FN and FP, and it requires a slightly higher process-
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ing time. By combining both approaches, a lower computation time
and a more perfect identification can be achieved.

2. BACKGROUND

2.1. Image Identification Model
Let us consider there are two or more compressed images, which
have different or the same compression ratios. Those images are
originated from the same image and compressed by the same com-
pression method. In this paper, the identification of those images
is referred to as image identification. In other words, if the images
do not originate from the same image, or are not compressed by the
same compression method, they are unidentifiable from each other.
A simplified model of the image identification system is shown
in Fig. 1. The system consists of three components, namely, a client
(user), an image identifier, and a database. The database may contain
various types of data, such as compressed images, parameter (fea-
ture) of the images, and image information (metadata). An identifi-
cation is initialized by the user, by sending a query, which can be any
kind of the data mentioned above to the image identifier. Then the
image identifier checks the availability of the query in the database.
Afterwards, if the query information is available, it can be directly
sent or confirmed to the user. In this paper, the identification meth-
ods are focused on querying by image.

2.2. Applications

There are numerous applications for the previously mentioned iden-
tification model. Some examples are described in the following:

a. Security.

In a compressed image environment, it is important to identify any
alterations in images caused by disturbances or alterations other than
the compression itself. For instance, identifying the presence of ma-
licious attacks, such as intentional cropping and addition or removal
of objects [9].

b. Evaluation of Image Quality.

In image and video communications, a slight quality degradation
due to compression noise is commonly accepted. However, the im-
age quality degradation due to other causes, such as transmission
and decoding errors, are usually unacceptable. A method to identify
those errors in a fast and automatic way is required in such applica-
tions.

c. Evaluation of Image Validity.

Let us consider two images of the same scene, for example: chest
X-ray images of two patients. Those images may have been labelled
by name, date, or content description. However, this approach is
very sensitive to human error, such as mislabelling. The mislabelled
images can cause a misdiagnosis, which in turn could threaten the
patient’s life. Therefore, a more efficient and save method to guar-
antee the image validity is required.
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Fig. 1. Process of image identification
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Fig. 2. JPEG Bitstream.

d. Image Information Retrieval.

In addition to image querying to obtain identical image, image query-
ing to obtain image information (metadata) is comparably important.
For the images, the metadata may include: photographer’s name, im-
age format, and date and time. The digital library is one area where
metadata identification is important.

2.3. JPEG Bitstream Structure

The JPEG compresses images by a sequence of operations [10],
namely (a) tiling the images into blocks of 8x8 pixels, (b) DCT
transform, (c) quantization and (d) entropy encoding. The output
of entropy encoder is JPEG bistream. Simplified structure of grey-
scale image bitstream is outlined in Fig. 2. The Start of Image (SOI)
marker is the first marker in the JPEG stream. The JPEG File Inter-
change Format (JFIF) header is a minimal file format that enables the
JPEG bitstream to be exchanged between a wide variety of platforms
and applications. The next two entries are the tables that are required
to decode the image, namely: quantization and Huffman tables. The
Huffman code contains the image data bitstream. The bitstream can
be arranged into groups referred to as groups of sign identifications.
In each group, the MSB of additional bits represents the positive and
negative signs of the DCT coefficient. Eventually, the End of Image
(EOI) marker follows the last byte of the compressed data.

3. PROPOSED IDENTIFICATION METHODS

Two image identification methods and their features are described in
this section. The JPEG images considered in this research are orig-
inated from the same image and compressed by the same method.
The proposed methods utilize the following properties:

a. The first method

The positive and negative signs of the quantized DCT coefficients
of the two images are equivalent in the corresponding location, even
though their Q-factors (relating to compression ratios) are different.
This condition does not apply for zero-valued coefficients.

b. The second method

The ratio of the quantized DCT coefficients of the two images in the
corresponding location exists in a constant range based on the ratio
of the quantization step sizes.

3.1. Notations and Terminologies

Several notations and terminologies used in the following sections
are listed here.

e 7 represents an image. = can be: ” A” for image A, ” B” for image
B, and ”O” for the original image.

e M represents the number of constituent 8 x 8 block of an image.
0<m< (M-1).

o N represents the number of DCT coefficient used for identification
in each 8 x 8 block. 0 < N < 63.

o The n*" DCT coefficient in the m*" block in image x is abbrevi-
ated as ¢z (m, n).

o The sign of the n'" DCT coefficient in the m'™ block in image  is
abbreviated as sgn (¢ (m, n)), and is derived based on the following
equation:

-1, a<0
sgn(a) =< 0, a=0 e
1, a>0.

e The quantization table for image  is represented as q. = {qz(n) |
n=0,1,...,63}

3.2. First Identification Method

In the first method, the positive and negative signs of DCT coeffi-
cients are obtained by entropy-decoding the bitstream. Those signs
of the AC coefficients are available in the bitstream and specified by
the MSB of an additional bit group as shown in Fig. 2.

3.2.1. Identification Algorithm

Let us define image A as a JPEG-compressed image that is given by
a user (a query image) and image D is a JPEG-compressed image
that is a member of database D, where D € D. The positive and
negative signs of the quantized DCT coefficients of images A and D
in the corresponding locations are compared, and the results are used
to decide whether the images are compressed from the same original
image. In each block m, not all 64 coefficients are required for com-
parison, the first IV coefficients are sufficient. The first algorithm is
accomplished according to the following steps:

1. Set the value of N.

2. Setm := 0.

3. Setn := 0.

4. For the m'™ block in image A, extract the positive and neg-
ative signs sgn (ca(m,n)) of the n** quantized DCT coefficient
ca(m,n). The sign is obtained by using Eq.(1). If sgn (ca(m, n)) =
0, proceed to step 7.

5. For the m*" block in a database image D, extract the positive and
negative signs sgn (cp (m, n)) of the n*" quantized DCT coefficient
cp(m,n). If sgn(cp(m, n)) = 0, proceed to step 7.

6. If sgn (ca(m,n)) # sgn(cp(m,n)), the algorithm decides that
image A and B were not compressed from the same original image,
and the process is halted. Otherwise, proceed to step 7.

7.Setn :=n+ 1.

8. If n = N, setm := m + 1, and proceed to step 9. Otherwise,
continue to step 4.

9. If m = M, itis decided that image A has the same original image
as image D. Otherwise, continue to step 3.

3.2.2. Features of First Identification Method

The main features of the first identification method are:

A. Robustness

The method is robust to JPEG compression because the quantization
does not alter the signs of DCT coefficients. As a result, the images
whose original image is the same but compression ratios are differ-
ent still have equal pattern of DCT signs, regardless the zero-valued
coefficients. Furthermore, because the method omits the zero-valued
coefficients, the different number of zero-valued coefficients of the
images does not effect the identification performance.

B. Low processing time

A shorter processing time can be achieved primarily due to (a) the
positive and negative signs can be acquired by only entropy de-
coding the bitstream, invers quantization and invers DCT are not
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required, (b) the algorithm stop the comparison in current image
D and start comparison for a new image D from the database D
if sgn (ca(m,n)) # sgn(cp(m,n)), (c) instead of all 64 coeffi-
cients, IV coefficients are sufficient to compare in each block, and
(d) the algorithm omits the sign comparison if sgn (ca(m,n)) = 0
or sgn (cg(m,n)) = 0.

3.3. Second Identification Method

In the second identification method, the DC and AC coefficients in
a quantized DCT domain are obtained by entropy-decoding the bit-
stream. The quantization table can be directly extracted from the
bitstream.

3.3.1. Identification Algorithm

The second algorithm is accomplished according to the following
steps:

1. Extract the quantization table g4 = {ga(n) | n=0,1,...,63}
of image A, and the quantization table qg = {gr(n) | n =01,
...,63} of image B.

2. Setm := 0.

3. Setn := 0.

4. Then, entropy decode the n'" quantized DCT coefficient ¢4 (m,n)
of the m*" block in image A and the n*" quantized DCT coefficient
cp(m,n) of the m*" block in image B.

5. If Egs. (2) and (3) are fulfilled at the same time, proceed to step
7. If Egs. (2) and (4) are satisfied at the same time, the algorithm
decides that the images do not have the same original image, and the
algorithm is stopped. Otherwise proceed to step 6.

qa(n) < qg(n) @
lca(m,n)| >0 & |cg(m,n)|=0 3)
cg(m,n)#0 & ca(m,n)=0. 4)

where & stands for the logical and operation.

6. If Eq. (9), is satisfied, proceed to step 7. Otherwise, it means
that images A and B do not have the same original image, and the
identification is stopped.

ca(m,n)+0.5
ce(m,n) — 0.5

gs8(n)
qa(n)

ca(m,n) —0.5
cg(m,n) + 0.5

&)

7.Setn :=n+ 1.

8. If n < 63, proceed to step 4. Otherwise, update m := m + 1 and
continue to step 9.

9. If m = M, it is decided that image A and image B are com-
pressed from the same original image, and the process is ended. Oth-
erwise, continue to step 3.

3.3.2. Features of Second Ildentification Algorithm

The main features of the second identification method are:

A. Robustness

It turns out that two images compressed from the same original im-
age but have different compression ratios are connected by Eq. (8),
and not their compression ratios (Q-factors). Using the restriction
formulated in Eq. (5), the compressed images that have the same
origin are robustly identified. Moreover, disregarding zero-valued
coefficients (ca(m,n) = 0 or cg(m,n) = 0), makes this scheme
able to identify the images having different compression ratios.

B. Low processing time

The identification can be accomplished with a low processing time
because it requires only the quantized DCT coefficients (invers quan-
tization and invers DCT are excluded). Moreover, notice that many
of the quantized DCT coefficients are zero-valued. Ignoring zero-
valued coefficients can decrease the processing time.

Table 1. Simulation conditions.

Image 1 Football video sequence

(gray scale, 704 x 240, 8 bpp, 194 frame x 10)
Image 2 Paris Video Sequence

(gray scale, 352 x 288, 8 bpp, 60 frame x 10)
Image 3 Claire Video Sequence

(gray scale, 360 x 288, 8 bpp, 168 frame x 10)
Image 4 Mobile Video Sequence

(gray scale, 352 x 288, 8 bpp, 300 frame x 10)
Q-factor 50, 200, 350, 500, 650

800, 950, 1100, 1250, 1400
Coeffi cient N = {4,064}

No. 31 for ”Football”
No. 1 for "Claire”

No. 30 for "Paris”
No. 80 for "Mobile”

Query Frame

3.4. Combination of First and Second Methods

Let us consider image A as a JPEG-compressed image that is given
by a user (the same as the one queried to the first algorithm) and
images D are output of the first algorithm. The images D are then
grouped in database B and may or may not contain false positives.
If it is required to removed false positives occurrence, further iden-
tification can be performed by querying image A to the second al-
gorithm to identify all images B compressed from the same original
image, where B € B.

4. SIMULATION

To evaluate the performance of the proposed methods, several simu-
lations were conducted. For comparison purposes, we incorporated
two techniques in pixel domain, namely correlation and mean square
error (MSE)[12].

4.1. Simulation Conditions

The simulation conditions are presented in Table. 1. Four video se-
quences, were used in the simulation. All frames of all sequences
were compressed with 10 different quality factors (Q-factor). The
original uncompressed versions were not included in the simulation.
From each block m, the DCT coefficients of N = 4 and N = 64,
which are obtained according to a zigzag scan, were used. Identi-
fication was accomplished by querying a compressed frame, for ex-
ample: “Paris”frame No. 30, Q-factor 50, at a time. The same frame
with other different compression ratios, for example: frame No. 30,
200 < Q-factor < 1400, were subsequently queried to the system.
The same procedures were also applied to the other sequences. Suc-
cessful identification will identify all 10 images compressed from
the same image. In following sections, “Football” frame No. 31
with Q-factor 50 will be referred to as “Football31-50”. The same
notation was also applied to other frames with different Q-factors.
The simulation is run on a computer with a 1.2 GHz processor, us-
ing a JPEG codec package from Portable Video Research Group at
Stanford University [11].

4.2. First Algorithm
The results of some querying (Q-factors of 50 and 350) with N =4
can be seen in Table 2. For "Football” and "Paris”, querying with
all Q-factors resulted in a perfect identification. Specifically, all 10
images compressed from the same original image were identified.
Example of frames that were perfectly identified is shown in Fig. 3.
For ’Claire” and "Mobile”, querying images with Q-factor > 350
resulted in false positives. For both sequences, it is worth noting that
there were no false negatives.

The method can identify the targeted images in short time. As
an example, the total time required to identify 10 out of 1940 im-
ages with the query "Football31-50”, N = 64, was approximately
0.5 seconds.
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(b) “Paris30-350”

Fig. 3. Example of frames used in simulations. For first and sec-
ond methods, querying “Paris” whose Q-factors are between 50 and
1400 resulted in perfect identification, without false positives nor
false negatives.

Table 2. Results of querying frames to first method (N = 4). For

93,90

each Q-factor: column a” represents "Football”, "d” represents

95 93 93

"Paris”, ’c” represents "Claire”, and "d” represents "Mobile”.

Q-factor 50 350

Frame a b c d a b c

d
Total Retrieved Images | 10 | 10 | 10 [ 10 | 10 | 10 | 15 | 14

Same Original Images | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10

False Positives 0 0 0 0 0 0 5

False Negatives 0 0 0 0 0 0 0 0

4.3. Second Algorithm

The querying to the second algorithm resulted in neither leakage nor
false positives. In other words, only images compressed from the
same original image were identified. A slightly higher processing
time was required to identify the images. As an illustration, the to-
tal time required to identify 10 out of 1940 images with the query
"Football31-50”, N= 64, was approximately 8 seconds.

4.4. Combination of First and Second Algorithms

Some querying of "Claire” and "Mobile” frames to the first algo-
rithm resulted in false positives. For these frames, the total retrieved
images for Q-factor > 350 were then collected to form a smaller-
sized database B. The same query images A of "Claire” (and "Mo-
bile”) as used in the first algorithm are then input to the second al-
gorithm to identify images in the database B. All the false positives
of "Claire” and “Mobile” were removed by the second algorithm.
Required processing time of this combined approach would be in-
significant since total images in the database B are commonly a few
in number as compared to the total images in the database D.

4.5. Pixel Domain Identification

In general, querying the images using both pixel correlation and
MSE resulted in many leakages and false positives. An example of
querying results of “Clairel1-50" using correlation is shown in Table
3. As can be seen, among the images with the first 10 highest cor-
relation values, only 4 images compressed from the same original
image were identified, 6 images were false positives and 6 remain-
ing images were false negatives (not included in Table 3 due to their
correlation ranks are far below 10).

It is apparent that although pixel correlation and MSE meth-
ods are as considerably simple as the proposed methods (regardless
the domain of identification), the proposed methods provided better
identification results.

5. CONCLUSION

We have proposed two novel schemes for identifying JPEG-coded
images in fast and robust manner. The first approach was able to

Table 3. Results of querying using correlation. Query: “Clairel-
50”. False positives and false negatives occurred.

Rank | Retrieved Image | Corr. Value Note
1 Claire1-50 1 Identifi ed
2 Claire0-50 0.9971 False Positive
3 Claire1-200 0.9966 Identifi ed
4 Claire2-50 0.9948 False Positive
5 Claire0-200 0.9946 False Positive
6 Claire1-350 0.9937 Identifi ed
7 Claire2-200 0.9925 False Positive
8 Claire0-350 0.9915 False Positive
9 Claire3-50 0.9910 False Positive
10 Claire1-500 0.9896 Identifi ed

avoid identification leakages or false negatives and could results in a
few false positives. The second approach can avoid both false pos-
itives and false negatives, with a slightly higher processing time.
By combining both methods, processing time can be reduced and
a more perfect identification can be achieved. An extension of the
proposed methods to other compression standards such as MPEG
and JPEG2000 are considered as future works.
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