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ABSTRACT

The problem of the design of a joint watermarking and com-
pression (JWC) scheme allowing an efficient variable rate
coding is addressed here. We have proposed in previous
works a method, called modulated lattice vector quantiza-
tion (MLVQ), based on dither modulation and lattice vector
quantization (LVQ) and have shown experimentally its good
performances. In this paper, we first show theoretically that
the use of a multidimensional lattice codebook must be priv-
ileged in JWC. To take benefit from this property, an index-
ing method dedicated to the MLVQ codebook is proposed.
It is based on the use of the geometrical properties of the
MLVQ codebook.

1. INTRODUCTION

The robustness requirements of a data hiding scheme de-
pend on the applications. However, among all the potential
attacks, lossy compression is one of the most destructive
and is common to the main part of data hiding applications.
Furthermore, compression is most of the time unavoidable
since most of these marked data have to be transmitted and
/ or stored. A compressed signal could be advantageously
seen like a state of the watermarking channel known at the
coder. This point of view leads to methods where compres-
sion and watermarking are processed jointly (JWC). Thus,
compression is no more an attack. A practical realization of
JWC has several requirements corresponding to the prop-
erties of the most popular compression schemes: first, the
method must be compatible with entropy coding and, sec-
ond, it must be efficient in a transform domain.

In [4], we have proposed a scheme1, called modulated
lattice vector quantization (MLVQ), based on dither modu-
lation [2] for embedding and lattice vector quantization [1]

1Note that a JWC scheme based on fixed length scalar quantization has
been proposed in [8].

(LVQ) for coding which takes into account these require-
ments. MLVQ was applied with success in terms of rate
distortion performances in the field of image compression
using discrete wavelet transform.

The contribution of this paper is double. Firstly, we
study the asymptotic performances of MLVQ and prove the
interest of using a multidimensional codebook in JWC schemes
to reach a good rate distortion trade-off. Secondly, we take
benefit from the low coding rate bound pointed out in the
theoretical study, by designing an efficient indexing method
for MLVQ codebook vectors. Experimental results are given
to show the efficiency of the whole designed system.

2. CODING RATE LIMIT OF MODULATED
LATTICE VECTOR QUANTIZATION

2.1. Modulated lattice vector quantization

In modulated lattice vector quantization, information em-
bedding and quantization are jointly performed using m dithered
uniform quantizers [2]:

Qi (X) � mQ

(
X − i γ

m

γ

)
+ i (1)

where Q is the uniform quantizer in Zn, i ∈ {0, 1, ...,m − 1}
and γ the scaling factor.

The corresponding reconstruction point is given by:

X̃ =
γ

m
Qi (X) (2)

Let f be the embedding function of the m-ary message
M = (M1, ...,ML) of length L = N

n
(N corresponds to

the size of the source). Watermarking and quantization are
jointly performed in MLVQ using f as follows:

fXj (Mj) =
γ

m
QMj

(
Xj

)
(3)

with Xj the jth source vector .
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The MLVQ codebook corresponding to (1) is called mod-
ulated lattice Zn

m. It is equal to the union of the m cosets Si

of Zn:

Zn
m �

m−1⋃
i=0

Si (4)

The codebook has a pyramidal shape (see figure 1), as it
yields a good trade-off [1] [3] between compression perfor-
mances and arithmetic complexity. We denote Si the coset
of vectors quantized by Qi:

Si � {mZn + [i]} (5)

with [i] =

⎛
⎝ i

...
i

⎞
⎠.

In this paper, we only consider the case of a binary mes-
sage. Consequently, S0 and S1 correspond, by (5), to the set
of vectors with even components and odd components, re-
spectively. Because of the regular structure of lattices, each
vector is located on a surface of constant radius with re-
spect to the origin (i.e. with constant norm). This partic-
ularity enables to assign a product code I(Y ) to any lat-
tice vector Y , the prefix r corresponding to the norm and
the suffix p to its position on the corresponding surface:
I(Y ) = (r, p), (r, p) ∈ N2. r will be entropy coded whereas
p will be fixed length coded.

The total bit rate Rtotal of MLVQ is then:

Rtot = Rnorm + Rposition =
−

∑rT

r=0 P (r) [log2 (P (r)) − log2 (N (r))] bits/vector
(6)

where rT is the truncation radius, P (r) the discrete prob-
ability of the radius r and N (r) the number of vectors be-
longing to the shell of radius r. Note that a vector dead zone

Useless vectorsS1

S0

Z

Z

Fig. 1: Example of modulated lattice : Z2
2

is added to the modulated codebook [4] to exploit sparsity
of data.

vector size 1 2 4 8 16
H∞

n (bits/sample) 1.5 1.25 0.94 0.84 0.83

Table 1: Lower bound of the entropy of a MLVQ quantized
source for several size of vector.

2.2. Asymptotic performances of JWC based on dither
modulation

In classical source coding, the entropy of the quantized source
tends to 0 when γ → ∞ (i.e. all the source vectors are quan-
tized by zero). This is no more the case in a JWC scheme.
Indeed, when the source is infinitely scaled, only the shells
of radius 0 and n of the codebook are used (corresponding
to the insertion of bits 0 and 1 respectively). Consequently,
using (6) we have:

Rtotal −→
γ−→∞

H∞
n =

− [P0log2(P0) + Pnlog2(Pn)]+P0log2(N(0))+Pnlog2(N(n))
with P0 = P (‖Y ‖ = 0) and Pn = P (‖Y ‖ = n).
The message is supposed to be equiprobable: P0 =

Pn = 1
2 . Finally, as N (0) = 1, we have:

H∞
n =

1

n

[
1 +

log2(N (n))

2

]
bits/sample (7)

Formula (7) shows that whatever the distribution of the MLVQ
quantized source is, its entropy cannot be lower than H∞

n .
This value only depends on the dimension n of the code-
book. Figure 2 illustrates the effect of the coding limit on
the rate distortion (R-D) function of the scalar version of
MLVQ,i.e. two scalar dither uniform quantizers and entropy
coding. The function admits an asymptote in 1.5 bits/sample
(corresponding to the coding limit (7) for n = 1) which
leads to poor coding performances. Table 1 shows that this
limit decreases significantly when the size of vector increases.
For example, H∞ is equal to 0.8 bits/sample for vectors of
size 8, that is to say a decreasing of 44 percents of the cod-
ing limit. This point suggests that the use of a multidimen-
sional codebook is more suitable for joint watermarking and
compression.

However, to exploit this property, the indexing process
must take into account vectors of the modulated lattice only.
For example, 87.5 percents of vectors of Z4 do not belong
to Z4

2 (see [4] for details). Consequently, the use in MLVQ
of an indexing method dedicated to Zn would increase dra-
matically the length of the suffix codewords.

3. INDEXING IN THE MODULATED LATTICE

In lattice coding, the suffix indexing remains a difficult prob-
lem for which some methods [3][5][6] [7] have been pro-
posed for different codebook shapes and lattices. In the case
of the modulated lattice, our method consists in enumerat-
ing separately odd and even vectors within a given shell.
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Fig. 2: Rate distortion function of both uniform scalar quan-
tizer and modulated scalar quantizer for a gaussian
source (zero mean and standard deviation of 10).

3.1. Principles

Let us give first some definitions.
Imod (Y ) is the index of a vector Y ∈ Zn

2 . If Y ∈ Si,
we denote Ii (.) its index within Si, with i = 0, 1.

Ci (r) with i ∈ {0, 1} corresponds to the set of vectors
of the shell of radius r belonging to Si. It is defined by:
Ci (r) = {Y ∈ Si� ‖Y ‖ = r}. C (r) corresponds to the
shell of radius r in Zn.

The index Imod (Y ) is deduced from I0 and I1 using
the following relation:

Imod (Y ) =

{
I0 (Y ) , if Y ∈ C0 (r)

card
(
C0 (r)

)
+ I1 (Y ) , if Y ∈ C1 (r)

(8)
where card(.) stands for cardinality .

The index I0 (.) and I1 (.) in formula (8) are computed
differently. One can show that a map exists between S0 and
Zn. It yields the definition of a bijection g between C0 (r)
and C

(
r
2

)
: g(Y ) = Y

2 . Thus, I0 (.) can be deduced from
the index I (.) in Zn (see [3][5][6][7]) by:

I0 (Y ) = I ◦ g (Y ) (9)

Unfortunately, formula (9) cannot be used to evaluate I1 (.)
because no such map exists between S1 and Zn. However,
the computing of I1 (.) can be derived from the method de-
scribed in [6].

3.2. Enumerating odd vectors

Each set C1 (r) can be divided into vector subsets, called
orbits. The orbit O (Y ) of a vector Y is the following set :

O (Y ) = {X ∈ S1/∃p/X = p(Y )} (10)

with p a signed permutation.

Each orbit (10) admits a unique vector l = (l1, ...ln) ,
called leader, such that 0 ≤ l1 ≤ ... ≤ ln.

The key point of the method is the following property:
any vector of an orbit is the image by a signed permutation
of its leader. Figure 3 represents this property in the case of
Z2

2.
Given a vector Y , its index I1 (Y ) is deduced from the

index of its leader l(Y ) and its index I1
O(Y ) within O (Y ):

I1 (Y ) = I1 (l (Y )) + I1
O(Y ) (Y ) (11)

where I1
O(Y ) (Y ) is computed using the following rule:

I1
O(Y ) (Y ) = N (Y ) × 2n + S (Y ) (12)

with N the number (in the lexicographical order) of per-
mutations p such that p (Y ) = l (Y ) and S the number of
symmetries. The index of leaders are computed off-line and

Z

Z

Vectors of S1 in the orbit of the leader

Leader of S1 in the shell of radius 4

Fig. 3: Leaders and corresponding orbits on the shell of ra-
dius 4.

stored in a look-up table (the coding table) as detailed in the
following. First, given the leader lk, compute the next leader
lk+1 in the lexicographical order. The index I1

(
lk+1

)
is

determined by:

I1
(
lk+1

)
= I1

(
lk

)
+ card

(
O

(
lk

))
Each vector of O

(
lk

)
is a signed permutation of lk, conse-

quently we have:

card
(
O

(
lk

))
= 2n n!

w1!...wk!
(13)

where wi is the number of times the ith value occurs in the
vector. Finally, the index of leaders are stored in the coding
table using the bijection b(l1) = l1−[1]

2 between L1 (r), the
set of leaders of C1 (r), and L (r) the set of leaders of C (r).
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Note that formulas (12) and (13) differ from those in
[6] because there is no null component in odd vectors. The
goal of the use of the function b is to minimize the size of
the coding table, i.e. the storage cost. Indeed, the norm of
the image is more than twice lower than the norm of the

leader itself: ||l|| =
∣∣∣∣∣∣ l1−[1]

2

∣∣∣∣∣∣ = ||l1||−n

2 .

3.3. Experimental results

Figure 4 represents the codeword length of the suffix for
vectors of size 8. The modulated indexing permits to de-
crease significantly the codeword length compared to index-
ing in lattice Zn (about 2 bits and 6 bits for vectors of size
4 and 8, respectively). The total complexity of the modu-
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Fig. 4: Suffix codeword length for classical indexing in Zn

and modulated indexing (vectors of size 8).

lated indexing does not increase significantly compared to
classical indexing methods in Zn. Indeed, on the one hand,
even vectors are indexed using a Zn method, and on the
other hand, the indexing of odd vectors is low cost and well
suited to high parallelism. Figure 5 permits to compare the
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Fig. 5: Image Lena coded at 0.36 bits/pixel using (A) DM-
QIM: PSNR=16.8 dB; 8.6 kbits embedded. (B)
MLVQ: PSNR=33.1 dB; 3.8 kbits embedded.

performances of two JWC schemes based on wavelet cod-
ing of the Lena image: (A) two dither uniform quantizers
without modulated indexing; (B) MLVQ. As we can see, the
first image is dramatically degraded by the coarse quantiza-
tion whereas the second has a good quality (PSNR equals to
33.1 dB).

4. CONCLUSION

In this paper we have first given the asymptotic coding per-
formances of joint watermarking and compression coders
based on dither modulation and entropy coding. In par-
ticular we have shown that the existence of a coding limit
justifies the choice of a multidimensional codebook in joint
watermarking and compression.

Then, we have described our proposed indexing method
permitting to take benefit from the good properties of the
multidimensional codebooks in terms of rate distortion per-
formances. By dividing the codebook into appropriate sub-
sets, our method permits to decrease significantly the length
of the suffix codewords and, at the same time, leads to the
same complexity as existing methods on lattice Zn.

We have shown that MLVQ remains an efficient coder in
terms of rate distortion trade-off despite of the large amount
of information embedded. Future works will concern the
robustness of the scheme against other attacks than com-
pression.
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