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ABSTRACT

A new approach to synchronization recovery for sig-
nals watermarked using the Dither Modulation data hiding
scheme is presented. The strategy followed involves the use
of a digital phase-locked loop to track the offsets applied by
an attacker to the sampling grid of the watermarked signal.
The main element in this synchronization loop is the timing
error detector which is responsible for generating an error
signal, used to update the estimates of the applied offsets.
It is shown how a timing error detector which has been
used in digital communications may be easily adapted to
extract timing information from DM watermarked signals.
The performance of the proposed synchronizer is evaluated
using the probability of decoding error under different mod-
els for the sampling grid offsets.

1. INTRODUCTION

Reliable watermark extraction following a desynchroniza-
tion attack is one of the most challenging problems facing
designers of data hiding systems. This attack first gained
attention in the field of image watermarking, where early at-
tacks consisted of simple global affine transformations (e.g.
rotation, scaling, translation) of the watermarked signal.
These attacks were usually coarse, i.e., the deviation of the
sampling grid of the transformed image from that of the
original image was relatively large.

In contrast, fine desynchronization attacks are those
which apply a relatively small offset to each point of the
original sampling grid. Such offsets may arise as the re-
sult of a specific desynchronization attack or as residual
effects resulting from an inexact attempt at inverting a
coarse desynchronization. Pertinent examples of a specific
fine desynchronization attacks are the random bending at-
tack (RBA)[1] for images or the grid-warping used in [2].
In this paper will focus on tackling fine desynchronization
attacks on one dimensional watermarked signals.

The approach we take to this problem is the one followed
in typical digital communications receivers, which consists
of estimating the synchronization parameters. An interest-
ing approach to estimating these parameters involves the
use of phase-locked loop (PLL). This approach has proved
successful, especially when the channel has time-varying
synchronization parameters – a scenario where PLL can be
used to track their variations over time.
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To the best of our knowledge PLL-based techniques
have never been investigated as a solution to the synchro-
nization problem in data hiding. One of the possible rea-
sons for this is that in early Spread Spectrum methods, the
signal-to-noise ratio at the receiver is so low (due to the
consideration of the relatively large variance host signal as
interfering noise) that an estimation approach would most
likely fail. With the advent of quantization-based data hid-
ing methods offering host signal interference rejection, the
resulting signal-to-noise ratio gain at the receiver allows this
previously unexplored estimation strategy to be considered
as a possible solution to the synchronization problem. In
this paper we will present a synchronization method for
signals watermarked using the quantization method Dither
Modulation [3], and employs a PLL to track the sampling
grid offsets applied by an attacker. The performance of
the proposed scheme is examined when the offsets remain
constant and when they vary across the sampling grid.

2. PROBLEM FORMULATION

Scalar random variables are denoted by capital letters, e.g.,
X, while their realizations are indicated with lowercase types,
e.g., x. The host signal will be denoted by the N -length vec-
tor x whose elements are independent with Xk ∼ N (0, σ2

x).
We will assume that the information symbols to be embed-
ded are statistically independent and equally likely.

2.1. Dither Modulation (DM)

In binary DM employing scalar uniform quantizers each
sample of the watermarked signal carries one information
symbol bk ∈ {±1}. This symbol is hidden by quantizing a
sample of the host signal xk to the nearest centroid Qbk

(xk)

of the shifted lattice Λbk
� 2∆ Z + ∆ (bk + 1)/2 + dk, with

Z the integer lattice, 2∆ the quantization step size and d
a key-dependent pseudorandom dither value deterministi-
cally known to both the encoder and the decoder. The
watermarked signal at sample k when bk is embedded is
given by yk = xk − ek = Qbk

(xk) where ek is the quanti-

zation error with respect to Λbk
, i.e., ek � xk − Qbk

(xk).

Therefore the watermark wk � yk − xk is simply the quan-
tization error ek. The relative distortion introduced by the
watermark is measured using the host-to-watermark power
ratio (HWR = σ2

x/σ2
w).

The minimum Euclidean distance decoder in DM acts
by quantizing a received vector z, which is a distorted ver-
sion of y, yielding decisions

b̂k = arg min
b∈{±1}

∣∣zk − Qb(zk)
∣∣. (1)
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2.2. Modelling Desynchronization Attacks

We assume that the attacker interpolates y using a given
sampling period Ta and interpolation filter hA(t). The re-
sulting continuous signal y(t) is then resampled at points
{kTa + τk} where τk is an offset from the kth original sam-
pling point. The offsets {τk} may remain constant, vary
deterministically or randomly over the sampling points. It
is assumed that the attacker also adds some noise signal n,
independent of y, to the resampled signal. One sample of
the desynchronized signal arriving at the receiver is then
given by

zk =
∑

j

yj · hA((k − j)Ta + τj) + nk, (2)

where Nk ∼ N (0, σ2
n). The relative strength of the Gaus-

sian noise attack is measured using the watermark-to-noise
power ratio (WNR = σ2

w/σ2
n). On the left of Figure 1 we

may see the desychronizing attack channel described by (2).
Expanding (2) we have

zk = yk · hA(τk) +
∑

j �=k

yj · hA((k − j)Ta + τj) + nk. (3)

The first term in (3) represents the information-bearing
sample of interest. The second term represents Intersymbol
Interference (ISI) introduced on yk. As will be verified in
Section 5, even very small values of τk can lead the proba-
bility of bit error at the decoder Pb � 1

N

∑N

k=1 Pr(b̂k �= bk)
to reach 1/2. This is due to the relatively large variance of
the ISI term in (3).

Without any a priori knowledge of the offsets {τk},
the receiver assumes that the samples of z were taken at
points {kTa}. Clearly, to remove the ISI and scaling on
the sample yk the received signal must be resampled at
points {kTa − τk}. The synchronization problem then, is
to estimate the offsets {τk} applied by the attacker and use
them to resample the received signal at the correct sam-
pling points. Finally, notice that the actual sampling peri-
ods assumed by the attacker and receiver, respectively, are
unimportant.

3. THE PHASE-LOCKED LOOP

A PLL can operate in either the continuous or discrete-
time domain [4]. As the signals we deal with are discrete,
synchronization will be performed entirely in this domain.
In this scenario the term digital PLL is more appropriate
however we will use the term PLL in what follows where
the assumption of discrete domain operation is understood.

A first order PLL adjusts its estimate of the offset τk

according to the recursion

τ̂k+1 = τ̂k + ν · ε̂k, (4)

where τ̂k is the receiver’s estimate of τk, εk = τk − τ̂k is the
error in this estimate and ε̂k is the receiver’s estimate of
εk. ν is the PLL gain parameter which is chosen to tradeoff
agility of the tracking loop versus attenuation of the noise
in the estimate ε̂k. The estimates {τ̂k} are used in the
loop to resample the received signal at points {kTa − τ̂k}.
The device responsible for computing ε̂k is the timing error
detector (TED) which we discuss next.
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Fig. 1. PLL for synchronization of DM with TED operat-
ing in DD mode.

3.1. The Mueller and Müller (M&M) TED

We will focus on a particular TED proposed by Mueller and
Müller [5] for timing recovery of baseband Pulse Amplitude
Modulation (PAM) systems. In this scenario the output of a
channel with overall impulse response h(t) may be described
by s(t) =

∑
k

ak · h(t − kT ) + n(t), where n(t) is additive
white Gaussian noise, 1/T is the symbol rate and {ak} are
the data symbols. Assuming a loss of synchronization, the
receiver samples s(t) at times {kT + τk}

s(kT + τk) =
∑

j

aj · h((k − j)T + τj) + n(kT + τk). (5)

To recover synchronization, the authors show in [5] how to
build a timing error estimator,

ε̂k = (sk · ak−1 − sk−1 · ak) /(2 · E[a2
k]), (6)

where sk = s(kT + τk). Notice that the statistics of the
estimate in (6) are, by construction, dependent on h(t). For
example, in [5] it is shown that when h(t) is a root raised
cosine filter, the output of the TED in (6) exhibits some
desirable statistical properties.

Finally, this TED can operate in either Data-Aided
(DA) or Decision-Directed (DD) modes. In DA mode the
transmitted symbols {ak} are known a priori by the re-
ceiver (usually as a preamble/training sequence in a prac-
tical system). In DD mode the symbols {ak} are replaced
by estimates made by the receiver {âk}.

4. PLL-BASED SYNCHRONIZATION OF DM

We show next how to apply the M&M TED to the data
hiding scenario described. Comparing (2) and (5) the sim-
ilarities between the system model in the our problem and
that studied by M&M are evident. The watermarked sam-
ples {yk} in (2) are analogous to the symbols {ak} in (5).
The impulse response of the interpolation filter hA(t) plays
the role of the channel impulse response h(t) in (5) and the
sampling period Ta is analogous to the symbol period T .

We assume initially that the dither sequence d = 0.
Under this assumption, notice that the DM watermarked
signal may be seen as a multilevel PAM signal with infinite
equidistant levels {∆Z}. The encoder selects one of these
levels to be sent over the attack channel based on symbol
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Fig. 2. E{ε̂} of M&M TED operating on DM water-
marked signal under constant offset desynchronization.
HWR = 20 dB, WNR = 10 dB and hA(t) = hI(t) = sinc(t).
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Fig. 3. Experimental variance of TED output under con-
stant offset desynchronization. HWR = 20 dB, WNR =
10 dB and hA(t) = hI(t) = sinc(t).

bk and xk. Using this analogy, we can reformulate (6) to
extract timing information from DM watermarked signals.

Let us assume initially that {yk} are known to the re-
ceiver, then (6) becomes

ε̂k = (ẑk · yk−1 − ẑk−1 · yk) /(2 · E[y2
k]), (7)

where ẑ is the signal produced by interpolating and resam-
pling the received signal z using the current information
about the offsets. A single element of ẑ is given by

ẑk =
∑

j

zj · hI((k − j)Ts + τ̂j), (8)

where hI(t) is the impulse response of the interpolation fil-
ter used at the receiver. The expectation in (7) is just
the second moment of the watermarked signal with pmf
given as PY (Y = y) =

∑∞
i=−∞ wiδ (y − i∆), where wi =

1
2

∫ (i+1)∆

(i−1)∆
pX(x) dx, ∀ i ∈ Z, are the weights on each delta

function or the probability of level i∆. The required expec-
tation is therefore computed as E[y2

k] =
∑∞

i=−∞(i∆)2 · wi.
Finally, knowledge of yk at the receiver is not a realistic

assumption. We therefore examine strategies by which esti-
mates of {yk} are formed by the receiver and used in place
of their actual values in (7). There are two approaches to
do this depending on the mode of operation of the TED.

4.1. DA & DD Modes of Operation

In DA mode the embedded symbol bk is known to the re-
ceiver. In this case the receiver simply quantizes ẑk to the
closest centroid of Λbk

to form an estimate of yk

ŷk = Qbk
(ẑk). (9)

Notice that, differently to PAM in DA mode, a priori knowl-
edge of bk will only indicate to the receiver which lattice Λbk

the watermarked sample yk belongs to but there is a prob-
ability of error in choosing the correct level.

In DD mode the embedded symbols are unknown to
the receiver. Then, a hard decision is first made on the
embedded symbol bk according to (1) and used in place of
bk in (9). Figure 1 shows the proposed synchronization loop
with the M&M TED operating in DD mode.

4.2. TED Performance Assessment

To asses the performance of the proposed timing recovery
loop, we examine the statistical properties of the TED out-
put when the feedback loop in Figure 1 is open. To this end
the offset applied to the sampling grid of the input signal
is constant τk = τ, ∀ k. If the receiver assumes samples of
the received signal taken at times {kTa}, the error in its
estimate will be ε = −τ . One of the desirable statistical
properties of the TED output is that E[ε̂] should ideally be
a straight line of negative unit slope passing through the
origin. Then, for a given ε, E[ε̂] evaluates to the −ε which
is the value required to correct the offset. The variance of
ε̂ will also be examined in Section 5.

As mentioned in Section 3.1, E[ε̂] will depend on the
overall impulse response of the channel, which is given by
the convolution of hA(t) and hI(t) in our problem. In gen-
eral, hA(t) is not known to the receiver; however we as-
sume that an attacker employs a hA(t) closely approximat-
ing a filter with ideal response sinc(t) in order to minimize
the perceptual degradation. If this assumption is valid and
we choose hI = sinc(t), then the impulse response result-
ing from their convolution will be a close approximation
to sinc(t). In the experiments which follow we assume for
simplicity that hA(t) = hI(t) = sinc(t). The interpolation
filter hA(t) may be different from the ideal case, but more
in-depth studies of the associated distortion are necessary.

5. EXPERIMENTAL RESULTS

Figure 2 shows E[ε̂] as a function of ε for different modes
of TED operation. For each mode, when operating in their
respective linear regions, the TED (and the PLL) will track
the offset well. Although the linear range achieved seems
small, the continuity constraint on the offsets discussed in
Section 1 means the PLL can still track a large accumulated
offset. This is under the assumption that the difference
between offsets applied to adjacent sampling points is in the
linear range. Figure 3 shows the variance of the timing error
estimate as a function of ε for all three modes of operation.
Although we have assumed that the dither sequence d = 0,
we have verified experimentally that the performance of the
TED is unaffected by the inclusion of a dither sequence.
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Next we close the loop and perform synchronization us-
ing Pb as the performance measure. The PLL parameter
ν is chosen empirically. Figure 4 shows Pb for DM when
τk = τ, ∀k. Starting with case where no synchronization is
attempted we can see that even small values of τ lead to a
large increase in Pb. The reductions in Pb offered by use of
the PLL with the TED operating in DD mode can be also
be seen. Also shown is the case where the TED operates in
DA mode for the first P samples of the received signal, i.e.,
the receiver knows the first P embedded data symbols. The
TED is then switched to DD mode. Figure 4 shows the im-
provement offered by this strategy when P = 60. It should
be noted the Pb is measured over N samples. During the
initial period when the PLL is converging to the offset, the
decoder is more likely to make incorrect decisions as syn-
chronization has not been achieved. Asymptotically in N
this effect on Pb will be negligible so we can expect further
reductions in Pb over those shown in Figure 4 for larger N .

Next we consider a more complex desynchronization at-
tack where the sampling grid offsets are modelled using a
random walk, i.e., τk+1 =

∑k

j=1 gj where Gj ∼ N (0, σ2
g)

and τ1 = 0. This model takes into account the usual
continuity constraints on the applied offsets, also observed
in [1, 2]. Figure 5 shows the Pb performance of the proposed
synchronization scheme in DD mode as a function of σg/Ta

for this attack. Here it can be seen that if the offsets {τk}
applied by an attacker are slowly varying then the proposed
system achieves the almost same Pb as the case where no
desynchronization is performed.

Finally, note that the TED relies on the decisions made
in (9) to be correct in order to produce the desired linear
response shown in Figure 2. As the WNR decreases the
probability of making an incorrect decision about yk in-
creases. This has the effect of reducing the linear range of
the TED output under a constant offset desynchronization.
Knowledge of {bk} reduces the probability of an incorrect
decision but there becomes a point (WNR ≈ 3 dB in DD
mode and WNR ≈ 0 dB in DA mode) where the probabil-
ity of error is so high that the TED will fail to exhibit a
linear response. Similar behavior would be observed when
using this TED for timing recovery on multilevel PAM in
a digital communications setting where the signal-to-noise
ratio is similar to the WNR.

6. CONCLUSIONS

We have presented a novel PLL-based approach to synchro-
nization recovery for DM watermarked signals. Preliminary
results presented demonstrate the ability of the proposed
scheme to track fine desynchronization attacks under the
specific scenarios examined. Further investigation of per-
formance under other types of desynchronization attacks is
necessary. Other issues requiring further attention include
the effect of a mismatch between interpolation filters used in
the attack channel and by the receiver on performance. As-
sessing the performance of the proposed synchronizer rela-
tive to perceptually acceptable limits of fine desynchroniza-
tion attacks on real signals also requires further investiga-
tion. We are currently examining the inclusion of distortion
compensation and the extension of the M&M TED to two
dimensional settings.
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