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ABSTRACT

We propose an efficient and accurate wavelet based noise esti-
mation method for white Gaussian noise in video sequences. The
proposed method analyzes the distribution of spatial and tempo-
ral gradients in the video sequence in order to estimate the noise
variance. The estimate is derived from the most frequent gradient
in the two distributions and is compensated for the errors due to
the spatio-temporal image sequence content, by a novel correction
function. The main application of the proposed algorithm is for
the estimation of the stationary Gaussian noise in wavelet based
video processing, for which we show that the proposed method
is more accurate than other state-of-the-art noise estimation tech-
niques and less sensitive to varying spatio-temporal content and
noise level. Furthermore, we adapt the algorithm for local noise
estimation and test its performance.

1. INTRODUCTION

Video sequences are often distorted by noise during acquisition
or transmission. In many video processing applications, such as
video quality enhancement, compression, format conversion, dein-
terlacing, motion segmentation, etc., accurate knowledge of the
noise level present in the input video sequence is of crucial impor-
tance for tuning the parameters of the corresponding video pro-
cessing algorithm. We assume the additive white Gaussian noise
model, which is of interest in many video applications [1]. Given
a noisy video sequence:

Iη(r, t) = I(r, t) + η(r, t) (1)

the noise estimation problem is to estimate the standard deviation
ση of the noise η(r, t), i.e. to distinguish noise from the changes
due to the spatio-temporal image sequence structure. In (1), r =
(m, n) denotes the discrete spatial (m horizontal and n vertical)
coordinate and t denotes the frame index. Additionally, Iη(r, t),
and I(r, t) stand for the noisy and original sequence frame t.

In the past a number of different methods have been proposed
for noise variance estimation in still images and video, e.g. [1–9].
Recently, in [8] a block-based noise estimation method was pro-
posed, with a new measure for determining intensity-homogeneous
blocks and a structure analyzer for rejecting blocks with structure.

Gradient-based approaches [3, 6] analyze the distribution of
the gradient magnitudes in the noisy image. The gradient ampli-
tudes G are determined in terms of horizontal and vertical gradi-
ent component values gx and gy , where G =

p
gx

2 + gy
2. In

the case of an ideally uniform image with added white Gaussian
noise, the two gradient components gx and gy are independent
white Gaussian processes, thus yielding the Rayleigh distribution

for the gradient magnitude G. However, for typical images, which
are not ideally uniform, the actual distribution of the gradient mag-
nitudes differs from the Rayleigh distribution, which consequently
introduces errors in the noise estimation approach. To our knowl-
edge, no efficient solutions have been proposed for compensating
for these errors. In our earlier work [6], we tried to find the optimal
correspondence between the gradient value at which the gradient
histogram peaks (most frequent gradient) and the estimated stan-
dard deviation of noise, in the least square sense, across the train-
ing set of sequences. A special case of gradient based methods
are wavelet based techniques for noise estimation. The most com-
mon method for noise estimation in the wavelet domain is a robust
median estimator of [10], which computes the noise standard de-
viation as the median absolute deviation (MAD) of the wavelet
coefficients in the highest frequency subband divided by 0.6754.
Recently, three novel wavelet based methods were proposed in [7]
and shown to outperform the MAD method of [10].

In contrast to most methods, which are purely intra-frame (spa-
tial) techniques, the methods in [2, 9] are inter-frame techniques
which use temporal information exclusively. The method of [9]
employs multiresolution motion estimation in a video coder, in
order to estimate noise variance only for the well-motion com-
pensated macroblocks, which are averaged in each frame. To our
knowledge no spatio-temporal noise estimation techniques which
exploit both inter- and intra-frame content have been proposed so
far.

In this paper, we propose a novel gradient-based noise esti-
mator in the wavelet domain, which exploits both the temporal
and the spatial correlations in the sequence. Our initial noise esti-
mate is proportional to the value at which the spatial or temporal
gradient-histogram reaches its maximum. The decision of whether
to use the spatial or the temporal gradient histogram is based on the
deviation of the gradient-histogram from the Rayleigh distribution
and so is the correction of the initial estimate. The implementation
of these ideas is an efficient scheme suitable for real time appli-
cations. The experimental results show, that in case of station-
ary Gaussian noise, the proposed method is more accurate than
the state-of-the-art techniques and less sensitive to varying noise
levels and the presence of spatio-temporal sequence content. Ad-
ditionally, we develop a modified proposed scheme for the local
noise estimation (in a relatively small window), in which case the
performance is reduced but still similar or slightly better than the
other compared wavelet-based techniques.

The paper is organized as follows: We explain our method for
noise estimation in Section 2 and propose the adapted solution for
the local noise estimation in Section 2.1. In Section 3 we give
implementation details and present experimental results. Finally,
we conclude the paper in Section 4.
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Fig. 1. Noise Estimation: Normalized spatial and temporal gra-
dient magnitude histogram for the 3rd frame of “Tennis” image
sequence with Gaussian noise (ση = 20).

2. THE PROPOSED WAVELET-BASED NOISE
ESTIMATION ALGORITHM FOR VIDEO

In this paper, we propose a new low-complexity gradient-based
noise level estimation method for Gaussian noise which is accu-
rate and insensitive to highly textured image sequences with large
moving areas. The new proposed method uses information from
both the spatial and the temporal gradients. Moreover, in a novel
way, it corrects the initial estimate of the standard deviation of
noise (most frequent gradient), based on the determined deviation
of the corresponding (spatial or temporal gradient) distribution to
its fitted Raleigh distribution.

In the proposed noise estimation method, the spatial and the
temporal gradients are estimated by the corresponding wavelet trans-
form coefficients. Namely, we estimate spatial gradients by the
wavelet coefficients in the horizontally (LH(l)(r, t)) and vertically
(HL(l)(r, t)) oriented wavelet bands, of the two-dimensional (2D)
wavelet decomposition of the image. Analogously, we express the
temporal gradients in terms of the one-dimensional (1D) wavelet
transform high-pass band HT (l)(r, t). We use wavelet bands from
the finest scale (l = 1), where l = 1, . . . , M denotes the decom-
position level.

We define spatial and temporal gradient magnitudes GS(r, t)
and GT (r, t) for the input sequence frame Iη(r, t) as follows:

GS(r, t) =
q

(HL(r, t)(1))2 + (LH(r, t)(1))2

GT (r, t) =
q

(HT (r, t)(1))2 + (HT (r + q, t)(1))2 (2)

where index r + q stands for the randomly chosen spatial neigh-
boring pixel position.

Let hS(t) and hT (t) denote the histograms of the spatial and
temporal gradient magnitudes GS(r, t) and GT (r, t), respectively.
Note that in an ideally uniform image sequence with added white
Gaussian noise, both hS(t) and hT (t) follow the Rayleigh distri-
bution. In a typical non-uniform image sequence these histograms
will deviate to some extent from the Rayleigh distribution, depend-
ing on the sequence content. Fig.1 illustrates the spatial and the
temporal gradients histogram for the 3rd frame of the “Tennis”
image sequence with noise level ση = 20. In this case, the spa-
tial histogram deviates more from the Rayleigh distribution than
the temporal one, because much stationary texture is present and

Fig. 2. General block scheme of the proposed noise estimation
approach (Iη(t) and Iη(t − 1) stand for the current and previous
input noisy frame, respectively).

motion appears only in a relatively small region. Specifically, the
maximum of the spatial gradient distribution is shifted a little to the
right and the tail of the distribution is relatively heavier in compar-
ison to the temporal gradient distribution.

Fig.2 outlines the proposed algorithm. In the first step for each
time instant t we compute the spatial and temporal gradient his-
tograms. In the second step, we seek the most frequent gradient
magnitudes in these histograms, i.e. the abscissa values γS and
γT at which the amplitude gradient histograms, hS(t) and hT (t),
respectively, peak1. Specifically, γS and γT are influenced by
both noise and spatio-temporal image sequence structures, from
the noisy sequence Iη(r, t). We will use either γS or γT as initial
noise estimate, where the decision about which of the two is used
for the initial estimate is based on the deviation of the correspond-
ing histogram from the Rayleigh distribution. In particular, we fit
the Rayleigh distribution to the spatial and the temporal magnitude
gradient histograms, using the maximum likelihood approach and
we evaluate the deviation between the fitted Rayleigh distribution
and the corresponding histogram using the Kolmogorov-Smirnoff
test [11]. The output of this test is the distribution deviation mea-
sure (DDM) δ. In the following δS denotes DDM for the spatial
and δT DDM for the temporal magnitude gradient distribution. We
define the minimum correction error as ∆ = min(δSγS , δT γT ).
If ∆ = δSγS , we choose the spatial most frequent gradient γS as
the initial estimate and if ∆ = δT γT , we take the temporal most
frequent gradient γT as the initial estimate.

The next and final step is the correction of the initial estimates.
Our correction is also based on the distribution deviation measure
(DDM), which is the output of the Kolmogorov-Smirnoff test. We
assume that DDM measures the noise-free image sequence struc-
tures (spatial or temporal). However, there is no one-to-one rela-
tionship, because δ also depends on noise (when the structure is
present), i.e., δ decreases as the noise level increases.

On the contrary, the most frequent gradient value γ increases

1We smooth the spatial and temporal histograms prior to locating the
most frequent gradient.
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with the noise level increase. Hence, our idea is to compensate
for the noise dependence of δ by multiplying it by the correspond-
ing (spatial or temporal) most frequent gradient value γ. Note that
this solution is not unique; nevertheless the experimental results
showed good performance of such model for spatio-temporal im-
age structures present in the image sequence.

Formally, our noise estimator at time instant t is:

σ̂(t) =

j
γT (1 − CδT ) γT δT < γSδS

γS(1 − CδS) otherwise
(3)

which is essentially a correction (compensation) of the noise es-
timate based on the gradient peak. The constant C = 1.2 was
determined experimentally so as to minimize mean squared error
of the estimated noise variance for the training set of sequences
and 7 different noise levels (σ = 0, 5, 10, 15, 20, 25, 30), consist-
ing of 50 frames. Equation (3) can be viewed as a finite order
Taylor series approximation of a more general compensation for-
mula, σ̂ � f(γkδ). Specifically, we have investigated the more
general case of Taylor approximation (of δk) with order 3, which
is as follows:

σ̂(t) = γk(t)(C1 + C2δk(t) + C3δ
2
k(t) + C4δ

3
k(t)) (4)

where the coefficients C1 = 1.0026, C2 = −1.6356, C3 =
3.8242 and C4 = −7.6872 where obtained by least square fit-
ting of (4), to values of γk and δk computed on all the images of
several training sequences set. For the constant noise level, the es-
timated noise variance can still fluctuate from frame to frame in
the video sequence, because of the finite (integer) resolution of the
histogram computation, i.e. because of the histogram binning er-
rors. Consequently we apply recursive averaging of the estimated
σ̂ in time to compensate for the fluctuations, i.e. smooth changes
of σf in time, as follows: σe(t) = (σe(t − 1) + σ̂(t))/2 where
t and t − 1 correspond to the current and previous frame in the
sequence, respectively.

2.1. Local Noise Estimation

Local noise estimation is important in video applications were
non-stationary noise is present, i.e. in case when the noise level
differs for different spatio-temporal positions in the video sequence.
Hence, we extend the proposed algorithm for the stationary Gaus-
sian noise to the non-stationary case. In order to adapt the pro-
posed method to local noise estimation we have simplified the
algorithm as follows: for each spatial position we compute only
one histogram with both the spatial and the temporal gradients (as
defined in (2)). We have experimentally found that a 2D block-
window of the neighboring gradients of dimension 32 × 32 is
a good trade off between the complexity and efficiency. Subse-
quently, we apply the correction function (3) to the obtained most
frequent gradient (in this case we have only one distribution). Fi-
nally, we average the estimated standard deviations of noise in a
5 × 5 window in order to determine the final noise estimate for
each pixel position.

3. EXPERIMENTAL RESULTS

In our implementation we take into consideration only gradients
from the spatial positions belonging to luminance values between
16 and 235, in order to avoid the saturation effect as suggested by
ITU-Recommendation CCIR-601 and discussed in [8]. Further on,

Table 3. Local noise estimation with 32 × 32 window size
New MAD Matching

method [10] method [7]
Etotal 1.81 1.85 2.41

in the implementation, we use the non-decimated wavelet trans-
form [12]. Namely, we use orthogonal Haar wavelet transform for
2D and 1D spatial wavelet transform, for its low complexity. Nev-
ertheless, from the experiments done, we have not observed sig-
nificant change of performance for different wavelet transforms.

For the sake of comparison we have compared the results of
our noise estimation method with the well known MAD noise es-
timator of [10], the structure-oriented method of [8], the wavelet-
based moment matching and CDF method of [7] and the temporal-
based noise estimator of [2]. The comparison is made for 8 differ-
ent sequences in progressive format, of which 5 are in CIF format,
namely, “Flower Garden”, “Tennis”, “Salesman”, “Bus”, “Mo-
bile” and three in high definition format, that is, “Renata”, “Foot-
ball” and “Cargate”. The results of the estimated noise standard
deviations, averaged over first 50 consecutive frames in a sequence
and for 7 different noise levels, are shown in Table 1 and Table 2, in
terms of average error E and its standard deviation σE . In the last
row of Table 1 and Table 2, we show the results for the proposed
method applied to the interlaced sequences.

We calculate the absolute difference Ei = |ση(i) − σf (i)|
of the estimated and the true standard deviations, σf and ση , re-
spectively, for each measurement i and we tabulate the averaged

errors E =
P

N

i=1
Ei

N
, where N stands for the number of mea-

surements (concerning different noise levels or different test se-
quences). The standard deviation σE is calculated as follows:

σE =
q

1
N

PN

i=1(Ei − E)2. In Table 1 and Table 2 we show

that the proposed method provides a smaller error E with a smaller
standard deviation σE , than the algorithms of [2, 6–8, 10]. Also,
on average the new method has a smaller sensitivity to the spatio-
temporal image sequence content and the error depends less on the
noise level.

In the case of local noise estimation we present results in Ta-
ble 3, where the Etotal stands for the average absolute error E
averaged over all spatial pixel positions, for the first 10 frames of
the “Tennis”, “Salesman” and “Bus” sequence. The results show
that in case of the local noise estimation the proposed method does
not perform as well as in the non-local case, i.e., the accuracy is
relatively reduced. However, in comparison to the other methods,
in case of the local noise estimation, the proposed modified method
performs similarly or slightly better.

4. CONCLUSION AND FUTURE WORK

In this paper we have presented a new gradient-based noise esti-
mation method for video sequences. The proposed method uses
information from both the spatial and temporal gradients and cor-
rects the initial noise estimate according to the estimated error in-
troduced by the presence of spatio-temporal structures in video
sequences. In future we aim at extending the algorithm to other
types of noise such as Poisson and speckle noise, by modeling the
corresponding gradient distribution based on the noise distribution
present in the image sequence.

II ­ 147



Table 1. The average error E and the standard deviation of the error σE over all 8 sequences for different input noise levels (standard
deviation ση); and averaged over first 50 frames.

Noise New Donoho Moment CDF Temporal Structure
standard proposed MAD Matching method method Oriented
deviation method [10] method [7] [7] [2] [8]

ση E σE E σE E σE E σE E σE E σE

0 0.18 0.14 3.77 2.02 0.23 1.78 2.56 2.93 2.11 0.92 1.13 0.41
5 0.61 0.24 2.21 1.54 2.14 1.79 1.84 1.09 1.27 0.63 0.58 0.16
10 0.62 0.18 1.61 1.56 1.22 1.37 1.14 1.01 0.94 0.66 0.61 0.31
15 0.53 0.22 1.54 1.62 0.89 0.79 0.93 0.89 0.77 0.61 0.77 0.29
20 0.46 0.18 0.99 0.97 0.96 0.53 0.77 0.71 0.86 0.43 1.22 0.23
25 0.52 0.25 1.25 0.95 1.44 0.53 0.71 0.47 1.18 0.78 1.79 0.45
30 0.78 0.29 1.20 0.75 3.39 2.31 0.63 0.36 2.91 1.36 2.55 0.83

average 0.52 0.21 1.75 1.34 1.46 1.18 1.22 1.06 1.44 0.77 1.23 0.38

Table 2. The average error E and the standard deviation of the error σE over all noise levels ση per sequence; and averaged over first 50
frames.

Image New Donoho Moment CDF Temporal Structure
Sequence proposed MAD Matching method method Oriented

method [10] method [7] [7] [2] [8]
E σE E σE E σE E σE E σE E σE

Salesman 0.50 0.29 1.16 1.05 0.97 0.84 0.38 0.28 1.22 0.97 1.41 0.95
FlowerGar. 0.59 0.23 1.93 1.12 2.71 1.55 3.21 2.21 1.75 1.33 1.06 0.42

Bus 0.49 0.26 0.87 0.83 1.03 0.61 0.51 0.37 1.88 1.05 1.34 0.85
Mobile 0.56 0.21 3.41 1.07 1.85 1.43 1.63 1.42 1.08 0.38 1.26 1.17
Tennis 0.67 0.25 3.94 2.09 1.35 1.29 2.39 1.37 1.74 1.11 1.35 0.36

Football 0.41 0.25 1.01 0.86 1.57 2.75 0.66 0.39 1.54 1.05 1.42 1.01
Cargate 0.46 0.28 1.33 0.78 1.71 1.71 0.75 0.51 1.41 1.24 1.05 0.65
Renata 0.54 0.36 0.74 0.83 0.51 0.31 0.37 0.31 0.87 0.55 0.98 0.42
average 0.52 0.27 1.75 0.92 1.46 1.31 1.22 0.86 1.44 0.96 1.23 0.72
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