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ABSTRACT

The dramatic proliferation of visual displays, from cell phones,
through video iPods, PDAs, and notebooks, to high-quality HDTV
screens, has raised the demand for a video compression scheme ca-
pable of decoding a ”once-encoded” video at a range of supported
video resolutions and with high quality. A promising solution to this
problem has been recently proposed in the form of wavelet video
coding based on motion-compensated temporal filtering (MCTF);
scalability is naturally supported while efficiency is comparable to
state-of-the-art hybrid coders. However, although rate (quality) and
temporal scalability are natural in mainstream “t+2D” wavelet video
coders, spatial scalability suffers from drift problems. In the light of
the recently proposed “2D+t+2D” modification, which targets spa-
tial scalability performance, we present a framework for the mod-
eling of spatially-scalable motion that is well matched to this new
structure. We propose a motion estimation scheme in which motion
fields at different spatial scales are jointly estimated and coded. In
addition, at lower spatial resolutions, we extend the block-wise con-
stant motion model to a higher-order model based on cubic splines,
effectively creating a “mixture motion model” that combines dif-
ferent models at different supported spatial scales. This advanced
spatial modeling of motion significantly improves the coding effi-
ciency of motion at low resolutions and leads to an excellent over-
all compression performance; spatial scalability performance of the
proposed scheme approaches that of a non-scalable coder.

1. INTRODUCTION

In view of excellent performance of the wavelet-based JPEG-2000
still-image compression standard, the growing demand for efficient
scalable video coding has brought, over the last decade, the emer-
gence of a new coding paradigm based on three-dimensional dis-
crete wavelet transforms (3D DWT). The structure of a typical 3D
DWT coder is illustrated in Fig. 1, where T, S, and E denote tempo-
ral, spatial, and entropy blocks, respectively. This is often referred
to as a “t+2D” scheme; the input video frames are first temporally
analyzed, then spatially decomposed, and finally an entropy coder
is used to encode spatio-temporal wavelet subbands and produce the
output bitstream. This processing order is reversed in the decoder.
In the earliest attempts, a separable 3D DWT was applied to
an image sequence with no motion compensation before the trans-
form coefficients were entropy coded [1]. Global motion compensa-
tion was subsequently introduced in temporal filtering [2], followed
by local, block-based motion compensation [3]. Motion compensa-
tion created problems for temporal DWT implemented in classical
(transversal) way, destroying it’s perfect reconstruction property for
sub-pixel motion. As a solution, lifting implementation of temporal
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Fig. 1. Block diagram of a “t+2D” coding scheme
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Fig. 2. R-D performance gap of a typical “t+2D” scheme for Mo-
bile when decoding from different bitstreams: solid line — QCIF-
encoded/QCIF-decoded, dashed line — CIF-encodied/QCIF-decoded
(note the saturation due to the subband leakage problem).

DWT was introduced [4, 5, 6] that guarantees perfect reconstruction
of MC-DWT for arbitrary motion.

2. SPATIAL SCALABILITY

Over the last few years, the issue of spatial scalability has gained
particular prominence because of the variety of emerging displays
supporting a wide range of resolutions. This is further compounded
by the growth of high-definition TV; most of the future video ma-
terial will be captured using high-resolution video cameras and its
presentation on low-resolution devices will require spatial scaling.
There are several solutions to this problem. First, video data can
be transmitted at the highest spatial resolution and downconverted
at the receiver, but this requires a high-bandwidth channel down to
the very receiver. Alternatively, the full-resolution bit-stream can
be transcoded to lower resolution (lower rate) at the interface of
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Fig. 3. Block diagram illustrating the subband leakage problem in a typical “t+2D” scheme.

different-bandwidth networks but this requires complex and costly
transcoding-capable network switching gear. Another solution, used
notably in video databases, is to encode and store the video material
at different spatial resolutions (and, thus, different bit-rates) but this
requires more complex data management as well as additional stor-
age capacity. A better solution is to employ spatially-scalable video
coding. The idea is to assemble a single bit-stream from which a
sub-stream can be extracted and transmitted at lower bit-rate, and
subsequently decoded at lower spatial resolution.

It was early recognized that spatial scalability can be easily em-
bedded into “t+2D” wavelet coding schemes (Fig. 1). Such schemes
show excellent performance when video is decoded at full spatial
resolution, when the inverse MCTF in the decoder matches the for-
ward MCTF in the encoder. However, the coding performance de-
teriorates when a decoder extracts video at reduced spatial resolu-
tion by omitting one or more levels of spatial synthesis. Not only
are the visual quality and PSNR of such lower-resolution video in-
ferior compared to the case of decoding this very resolution from
matching-resolution bit-stream, but they also saturate even at high
bit-rates (Fig. 2). Two major factors contributing to such poor per-
formance of the “t+2D” structure are: 1. inappropriate motion mod-
eling that creates visually annoying artifacts, and 2. subband leak-
age [7, 8, 9] induced by shift-variance of critically-sampled DWT
transforms. In order to analyze the subband-leakage problem of a
“t+2D” scheme, we consider equivalent structure (Fig. 3), where the
input video sequence is separated into two subsequences (by means
of spatial DWT analysis, zero-padding of appropriate subbands, and
subsequent DWT synthesis). Both subsequences are then subject to
MCTF (using the same motion), and spatial DWT.

It can be shown that MCTF of an image sequence containing
only low spatial frequencies will produce high spatial frequencies in
the output, while the same MCTF applied to image sequence with
only high frequencies will create some low spatial frequencies at
the output. This effect is is often referred to as subband leakage.
When a “t+2D” decoder does not have access to the high spatial
subbands, exact reconstruction of the original low spatial subband is
not possible, even in absence of quantization errors.

The well-known “2D+t” schemes provide one solution for break-
ing this subband dependency; spatial synthesis in the decoder is per-
formed last and does not affect other steps (in case all sub-bands are
not decoded). Unfortunately, this comes at the cost of lower coding
efficiency due to inefficient motion compensation in the critically-
sampled wavelet domain. Recent solutions to the subband leakage
problem proposed in the literature include shift of motion compen-
sation to the overcomplete DWT domain [10], construction of better
spatial filters (limiting the amount of spatial aliasing) [11], and opti-
mal subband rate allocation [12], which assigns certain part of total
bit-budget to otherwise discarded spatially-high DWT coefficients.

To improve the spatial scalability performance, we proposed a

new MCTF design with motion fields optimized for each resolu-
tion level [13]. Concurrently and independently from our work,
similar solutions appeared in the form of "2D+t+2D” schemes [7]
and ”In-Scale” MCTF schemes [14]. In ”2D+t+2D” schemes, sev-
eral levels of the so-called "pre-S” spatial DWT decomposition pre-
cede the subband-independent temporal filtering stage (Fig. 4); ad-
ditional levels of spatial 2D-DWT decomposition (used strictly to
increase coding efficiency) complete subband analysis. We use sub-
script/superscript index of motion field W to denote spatial/temporal
resolution at which MCTF is performed. Note that MCTFs at all but
the lowest spatial resolution are not performed in the transform do-
main — each modified temporal processing block ("Mod.-MCTF”
in Fig. 4) consists of zero padding, inverse 2D-DWT, MCTF, and
forward 2D-DWT.

The novelty of this approach lies in the parallel implementation
of MCTFs at different scales, which eliminates the encoder/decoder
mismatch and solves the high-to-low subband leakage problem. The
72D+t+2D” design supports flexible multi-resolution motion estima-
tion; this is an improvement over the classical ’t+2D” scheme, where
low-resolution motion is simply derived from the full-resolution mo-
tion field (by means of scaling and subsampling). In the next section,
we present a new framework for spatially-scalable motion represen-
tation that is well matched to the hierarchical structure of spatially-
scalable "2D+t+2D” coder.

3. MOTION ESTIMATION FOR SPATIALLY-SCALABLE
WAVELET-BASED VIDEO CODING

Scalable (lossy) coding of motion became an issue only recently with
the introduction of scalable wavelet video coders. Motion with a de-
gree of coding error, not permitted in hybrid coders, is permitted
in wavelet-based coders due to the open-loop nature of MCTFE. So
far, only rate scalability of motion has been considered in order to
improve compression performance at lower bit-rates [15], by means
of shifting a portion of the total bit-budget from motion to texture.
However, simple bit-plane coding of motion parameters is highly
sub-optimal and not suitable for motion compensation at lower spa-
tial resolutions. Below, we present a general framework for the esti-
mation of spatially-scalable motion fields.

Let W be a set of motion fields at all spatial scales that are sup-
ported by the spatially-scalable coder, W = {Woh, W1, ..., Wr_1},
where L is the number of spatial scales. In the most general case, the
formulation of joint motion estimation across all spatial scales is:

L-1
min J(W), J = Zcz(Ez-i-)\le), ey

=0

where ¢;’s are scale-normalization factors, and E;, A\; and R; are the
distortion (typically SAD), regularization factor, and motion rate at
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resolution level [. Minimizing this cost function is a computationally
challenging task. Instead, we propose to solve iteratively, starting
from the highest spatial scale' L — 1, a simpler cost function:

~

H%n Ji, Ji = Ei + MRiIW, 1 Wiia. WL 15 2
1

l=L-1,..,1, W 20,

where W, k > [ are motion fields already estimated at scales higher
than the current scale [. Typically, R; is the rate needed to predict
motion at scale [ from all previously-estimated motion fields. Prac-
tical design of this prediction model and its prediction contexts de-
pends on the particular motion models used. We propose here two
motion estimation schemes: one employing HVSBM (hierarchical
variable-size block matching) at all spatial scales, and the other using
mixture of hierarchical cubic splines (at lower scales) and HVSBM.

3.1. Spatially-scalable motion estimation using HVSBM

Motion vectors in HVSBM are typically predictively coded by se-
quentially following the quad-tree decomposition structure. The pre-
diction residual is then coded using the context-based adaptive arith-
metic coding (CABAC). Previous attempts to generate scalable lay-
ered motion were usually limited to a single spatial resolution; large
A was used to generate motion base layer and progressively smaller
A’s were used for the refinement. In our method, both spatial and
cross-resolution predictors are allowed (Fig. 5). This adaptive pre-
diction scheme is deployed on a macroblock level. The decision on a
particular prediction mode is controlled by the variance of motion es-
timates and current depth in partition tree. The most frequently used
prediction modes are median, weighted median, and average of A,
B,C,P (Fig. 5), as well as simple prediction using P. In addition,
macroblock partitioning from the next lower resolution is used to ini-
tialize the state of four MBs at the current layer; while these initial
sub-blocks may be subject to additional partitioning, their merging
is not allowed. This results in an efficient motion coding. In order
to speed up motion estimation at higher resolutions, (scaled) motion
vectors estimated at lower resolution are used as search candidates.

3.2. Spatially-scalable ME using spline-based motion model

Most of the current MC-DWT coders still use block-based motion
models inherited from the hybrid coding structure. The excellent
performance of block matching in the hybrid context can be eas-
ily explained: block-based motion perfectly aligns with block-based
decorrelating DCT transform used. In contrast to the hybrid sce-
nario, there is a mismatch between the local support of the block
motion model and a global (multi-scale) nature of spatial 2D-DWT.
The deficiency of the local, zero-order model (block-constant) in de-
scribing the scene dynamics at high spatial scale motivated us to pro-
pose motion model based on hierarchical cubic splines [16]. With
more degrees of freedom, this model is bound to perform a better
motion compensation at high spatial scales than the block-constant
one. We model the horizontal and vertical components of the motion
field W by two-dimensional splines defined on a control grid I' that
is a sublattice of A (I' C A), where A is a lattice [17] on which each
sequence frame is defined. A motion (displacement) vector at « can
be expressed as follows:

Wizl =Y ™ (= —y), =z eA, 3)

yer
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Fig. 4. ”2D+t+2D” coding scheme supporting two levels of spatial
scalability.

Fig. 5. Motion prediction: both, same-scale (A‘ , B , c ) and previous-
scale (P) motion vectors are used to predict motion vector of a cur-
rent block (D).

where 4’s are (vector) spline coefficients defined on T, while g™ ()
is a 2-D separable spline basis function of order n. In order to com-
pute spline coefficients v, we minimize (2) with respect to these co-
efficients using a variant of the Levenberg-Marquardt iterative non-
linear minimization [18].

We create a “mixture motion model” by replacing HVSBM with
splines at lower layers of the spatially-scalable motion. A small
number of spline control nodes can accurately describe motion field
at high scale, resulting in improved motion compensation, lower mo-
tion rate, and better prediction of motion at the next spatial level. At
the “switch” layer, the motion prediction scheme is similar to that of
HVSBM (Fig. 5) — the only difference is that the predictor P from
the previous layer [+ 1 is now derived from a spline-based field and
may vary over the MB support. We note that, in contrast to HVSBM,
the continuous spline model does not limit the precision of a cross-
scale (low resolution) predictor; instead of a simple doubling of the
motions vectors, better predictor is usually available when the con-
tinuous spline is re-evaluated at the current scale.

4. EXPERIMENTAL RESULTS

We implemented the proposed algorithms within the framework of
the MSRA [19] scalable wavelet coder. For HVSBM, we used both
spatial and cross-scale motion prediction, 16 x 16 initial macroblocks,
and 1/8-pel motion accuracy at each resolution level. For spline-
based motion estimation we used only fixed-size control grid (8, 16,
or 32 pixels) within a single spatial scale. Motion from different
temporal resolutions was independently coded; we plan to work on
a more efficient temporal motion coding in the future.

We first compare performance of the 2D+t+2D” coder using
layered HVSBM motion (inputs are CIF resolution Foreman and
Mobile) with that of a standard “t+2D” coder using non-scalable
motion and same resolution encoding/decoding. It is clear that these
two schemes are identical at the lowest supported resolution (QCIF).
They both significantly outperform CIF-encoding/QCIF-decoding of
the ’t+2D” scheme (coding gain is the same as that in Fig. 2). The
penalty introduced by layered motion coding and ”2D+t+2D” struc-
ture is assessed at the full-resolution (Fig. 6): coding loss is less than
0.8dB for Foreman and 1dB for Mobile.

Next, we investigate the effects of spline-based motion layers.
We compare full-resolution decoding performance of schemes with
K levels of spline-based motion at the lowest spatial scales, and
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L — K levels of HVSBM at higher scales (no splines corresponds
to K = 0, which is the standard all-block-matching approach; pure
spline model is defined with K = 3). We use "2D+t+2D” coder
configuration supporting three spatial resolutions: CIF, QCIF, and
QQCIFE. For Foreman and Mobile, the best results are obtained for
K = 1 (Fig. 7), justifying advanced spatial motion modeling at
higher spatial scales; performance of "2D+t+2D” scheme using lay-
ered “mixture motion model” approaches that of a single-resolution
”t+2D” scheme using non-scalable motion.

5. CONCLUSIONS
In this paper, we motivated and proposed a framework for the esti-
mation of spatially-scalable motion for fully-scalable wavelet video
coding with the special emphasis on spatial scalability. We intro-
duced a mixture motion model that combines HVSBM and cubic
spline motion models at different supported spatial scales. A cross-
resolution prediction and improved spatial modeling of motion lead

to better spatial-scalability performance of "2D+t+2D” schemes with-

out a significant coding loss at full resolution. We plan to develop
a layered motion structure with more than one layer at a single spa-
tial resolution, and work on the related rate-distortion optimization
(layer-switching) problem.
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