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ABSTRACT

In the present paper, the Monte Carlo EM (MCEM) al-
gorithm with a Gibbs sampler is applied for estimating pa-
rameters of a trajectory HMM, which has been derived from
an HMM by imposing explicit relationships between static
and dynamic features. The trajectory HMM can alleviate
two limitations of the HMM, which are i) constant statistics
within a state, and ii) conditional independence of state out-
put probabilities, without increasing the number of model
parameters. In a speaker-dependent continuous speech recog-
nition experiment, trajectory HMMs estimated by the MCEM
algorithm achieved significant improvements over the cor-
responding HMMs trained by the EM (Baum-Welch) algo-
rithm.

1. INTRODUCTION

Speech recognition technology has achieved significant prog-

ress with the introduction of hidden Markov models (HMMs).

Its tractability and efficient implementations are achieved by
a number of assumptions, such as constant statistics within
an HMM state, conditional independence assumption of state
output probabilities. Although these assumptions make the
HMM practically useful, they are not realistic for model-
ing sequences of speech spectra, especially in spontaneous
speech. To overcome shortcomings of the HMM, a variety
of alternative models have been proposed, e.g., [1-3]. Al-
though these models can improve speech recognition per-
formance, they generally require an increase in the number
of model parameters and computational complexity. Alter-
natively, the use of dynamic features (delta and delta-delta
features) [4] also improves the performance of HMM-based
speech recognizers. It can be viewed as a simple mecha-
nism to capture time dependencies. However, it has been
thought of as an ad hoc rather than an essential solution.
Generally, the dynamic features are calculated as regression
coefficients from their neighboring static features. There-
fore, relationships between static and dynamic feature vec-
tor sequences are deterministic. However, these relation-
ships are ignored and the static and dynamic features are
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modeled as independent statistical variables in the HMM.
Ignoring these dependencies allows inconsistency between
the static and dynamic features when the HMM is used as a
generative model in the obvious way.

Recently, a trajectory model, named a trajectory HMM,
has been derived by reformulating the HMM whose state
output vector includes both static and dynamic feature pa-
rameters [5]. The trajectory HMM can overcome the above
limitations in the HMM framework without any additional
parameters. In addition, the trajectory HMM provides a
computational model for coarticulation and dynamics of hu-
man speech. A Viterbi-type (single path) training algorithm
for the trajectory HMM has also been derived [5,6]. How-
ever, the lack of an EM-type (multiple path) training algo-
rithm does not permit marginalizing model parameters over
hidden variables (state alignment). It may degrade model
robustness and recognition performance.

In the present paper, the Monte Carlo EM (MCEM) al-
gorithm [7] is applied for estimating trajectory HMM pa-
rameters. By using the MCEM algorithm, multiple paths
sampled by the Markov Chain Monte Carlo (MCMC) method
can be used to marginalize model parameters over hidden
variables (state alignment).

The rest of the present paper is organized as follows.
Section 2 defines the trajectory HMM. In Section 3, the
Monte Carlo EM algorithm for the trajectory HMM is de-
scribed. Results of a speaker-dependent continuous speech
recognition experiment are shown in Section 4. Concluding
remarks and future plans are presented in the final section.

2. TRAJECTORY HMM

The output probability of a sequence of static feature vec-

T .
tor sequence ¢ = [clT, . .,c;] for a trajectory HMM A
whose state output distributions are represented by mixtures
of Gaussian components is given by

PN =) pllaN) PlglN, ()
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where ¢, is an M-dimensional acoustic static feature vector
(e.g., MFCC, PLP, etc.) at time ¢, ¢ = {g1,92,-..,qr} 1S a
Gaussian component sequence, ¢; is a Gaussian component
at time ¢, and T is the number of frames in ¢. In Eq. (2),
Eq and P, are the MT X 1 mean vector and the MT X MT
covariance matrix corresponding to ¢ given by

Rycy =1y, G)
R,=W'L'W=P/, 4)
rg= WTE;pq, %)
o =g ] ©)
X, = diag|Z,,..... 5, |. )

where p,, and X, are the 3M X 1 mean vector and the 3M X
3M covariance matrix of the g,-th Gaussian component, re-
spectively, and W is a 3MT x MT window matrix which
appends first and second order time derivatives to the static
feature vector sequence c¢ as follows:
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L9 =19 =0, and w®(0) = 1.

Figure 1 shows an example of mean vector ¢, and co-
variance matrix P, of a trajectory HMM. Model training
conditions are the same as that of the Viterbi-trained trajec-
tory HMMs described in Section 4. To obtain a Gaussian
component sequence ¢, a concatenated model composed of
phoneme models /sil/, /a/, /i/, /d/, /a/, /sil/ was aligned to
a natural speech using the delayed decision Viterbi algo-
rithm [6]. Note that only elements corresponding to the first
coefficient of mel-cepstrum are shown in the figure. It can
be seen that not only the mean vector ¢, varied in each state
but also the inter-frame correlation was captured by the co-
variance matrix P,. It is also interesting to note that the
mean vector and inter-frame covariance corresponding to
each monophone model changed according to its durations
and neighboring models (see phoneme /a/). This shows that
the trajectory HMM has a capability to capture coarticula-
tion effects naturally.
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Fig. 1. An example of a trajectory HMM for a word “aida.”

3. TRAINING ALGORITHM

The maximum likelihood criterion is used to estimate tra-
jectory HMM parameters. In common with the HMM train-
ing, the EM algorithm may be used for ML training. An
auxiliary function of a current parameter set A and a new
parameter set A’ is defined by

QA N) =) PgleA) logp(e.g|N).  (12)
all ¢

Although it can be shown that by substituting A’ which
maximizes Q(A, A’) for A, model likelihood increases un-
less A is a critical point, exact EM training is prohibitive be-
cause the inter-frame covariance matrix is generally full and
exact computation of p (¢ | A) or P(q | ¢, A) has to be car-
ried out over all possible Gaussian component sequences.

3.1. Viterbi approximation

To avoid the above problem, the Viterbi (single path) ap-
proximation has been applied [5]. By using this approxima-
tion, the auxiliary function can be expressed as follows:

q =argmaxP(q’ | c,\), (13)
q
QA N)=logp(e,q | N). (14)

By taking the partial derivative of Eq. (14) with respect
to model parameters, reestimation formulas for the Viterbi
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training has been derived [5]. Although searching the op-
timal Gaussian component sequence ¢’ is still intractable,
the delayed decision Viterbi algorithm to find a better sub-
optimal Gaussian component sequence has also been pro-
posed [6].

3.2. Monte Carlo EM algorithm

It is generally considered that the single path approxima-
tion would be too strict for modeling spontaneous speech.
Furthermore, we are unable to marginalize model parame-
ters over hidden variables (Gaussian component sequence).
This may degrade model robustness and recognition perfor-
mance. In the present paper, the above approximation is
relaxed using multiple Gaussian component sequences sam-
pled by the MCMC method. This case is known to as the
MCEM algorithm [7]. Equation (12) can be approximated
by N Gaussian component sequences as follows:

g ~P(glc,A) 1<n<N, (15)
M1

AN~ Y —1 g™ | A, 16

QA=) loep(e.g” IN).  (6)

where ¢ is the n-th Gaussian component sequence sam-
pled by the MCMC method. There are several instances
of the MCMC method, a Gibbs sampler is employed in the
present paper. The Gibbs sampling algorithm for the trajec-
tory HMM can be summarized as follows:

(ll) (l)}.

1. initialize ¢ = {¢\".....q}"}:

2. foriteration2 <n < N,
draw samples ¢\ ~ P (q, le,q", A), where
a%) ={a". - ala e
By taking the partial derivative of the approximated auxil-
iary function with respect to model parameters in the same
manner used in the Viterbi training, reestimation formulas
for the MCEM training can be derived.

The performance of this method was evaluated in a pre-
liminary experiment. Unfortunately, its results were much
worse than that of the Viterbi training. In this experiment,
rescoring paradigm using the delayed decision Viterbi algo-
rithm was used. In this algorithm, the Gaussian component
g, maximizing p (¢1,...,€¢7,q1,---,q+s | A) s selected in
a time-recursive manner. Effects of determination of ¢, to its
neighboring frames can be incorporated. As a result, a bet-
ter sub-optimal Gaussian component sequence can be ob-
tained. On the other hand, the Gibbs sampler can sample
q; using full dependency between ¢ and ¢. Although this
could be the advantage of the sampling method, we expect
that this inconsistency between the training and decoding
might degrade the recognition performance.

To relax this inconsistency, dependency between ¢ and
q are limited during sampling a Gaussian component. In-
stead of full posterior probability distribution, g, is sampled

from posterior probability distribution depending only on
past, current and future J observations. The sampling algo-
rithm is summarized as follows:

(11) (1)}.

L. initialize ¢V = {g{".....q{"};

2. foriteration2 <n < N
draw samples qﬁ”) ~ P(qt lei,..., ¢y, q(f,),A), where

n) _ [ () (n) _(n—1) (n—1)
g% =" .a"alVs . a

4. EXPERIMENT

4.1. Experimental conditions

Phonetically balanced 503 sentences uttered by a speaker
MHT from the ATR Japanese speech database b-set was
used. The first 450 sentences were used for training context-
independent HMMs and trajectory HMMs. The remaining
53 sentences were used for evaluation. These test utterances
had an average length of 43 phonemes and an average dura-
tion of 4 seconds.

Speech signals were sampled at a rate of 16 kHz and
windowed by a 25.6-ms Blackman window with a 10-ms
shift, and then mel-cepstral coefficients were obtained by a
mel-cepstral analysis technique. Static feature vectors con-
sisted of 19 mel-cepstral coefficients including the zeroth
coefficient. They were augmented by appending their first
and second order dynamic features. These dynamic features
were calculated using Eq. (8) with LY = Lg) =12 =
L? =1, w(=1) = -0.5, w(0) = 0.0, w(1) = 0.5,
w®(=1) = 1.0, w?(0) = =2.0, w@(1) = 1.0.

Three-state left-to-right structure was used for modeling
36 Japanese phonemes including silence and short pause.
Each state has a Gaussian component with a diagonal co-
variance matrix.

First, HMMs were initialized by the segmental k-means
algorithm and reestimated using the EM (Baum-Welch) al-
gorithm. Then, trajectory HMMs were iteratively trained
by the Viterbi training (Viterbi), the MCEM training with
10 samples (MCEM10) and 50 samples (MCEMS50), using
the HMMs as their initial models. We constructed 3 X 4 X 5
models by changing the number of delay J from 2 to 5 in
the delayed decision Viterbi algorithm and Gibbs sampling.
In the MCEM training, the initial Gaussian component se-
quences g'" were given by the delayed decision Viterbi al-
gorithm. The same number of delay J was used both in the
delayed decision Viterbi algorithm and the Gibbs sampling.

4.2. Experimental results

In all recognition experiments reported in this section, 100-
best rescoring paradigm was used. A 100-best list was gen-
erated for each test utterance using the HTK Viterbi decoder
with the HMMs used as the initial models for training the
trajectory HMMs. Then, each hypothesis was resegmented
and rescored by the delayed decision Viterbi algorithm with
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Table 1. Phoneme error rates (%) for the 100-best lists re-
scoring using the trajectory HMM:s (reference transcriptions
were not included in the re-scored hypotheses).

Table 2. Phoneme error rates (%) for the 100-best re-
scoring using the trajectory HMMs (reference transcriptions
were included in the re-scored hypotheses).

#lteration #lteration

Training | Delay 1 [ 2 ]3] 4715 Training | Delay 1 [ 2 ]3] 4715
Viterbi 2 184 | 184 | 183 | 184 | 184 Viterbi 2 106 | 114 | 94 9.0 9.8
3 185 183 | 18.0 | 185 | 18.5 3 11.7 | 10.8 | 11.0 | 10.3 | 10.6

4 18.1 | 183 | 184 | 18.1 | 18.1 4 10.8 | 9.1 9.1 10.3 | 9.5
5 18.3 | 182 | 18.0 | 18.1 | 18.1 5 11.5 | 102 | 10.2 | 9.7 9.6
MCEMI10 2 18.7 | 186 | 19.0 | 18.1 | 18.8 MCEM10 2 119 | 104 | 119 | 10.2 | 10.7
3 1851179 | 183 | 185 | 18.5 3 11.1 | 10.1 | 9.1 10.3 | 10.2
4 182 | 17.8 | 184 | 17.8 | 18.3 4 11.5 | 109 | 8.9 9.5 8.9
5 184 | 184 | 184 | 183 | 18.3 5 10.9 | 9.7 97 | 102 | 9.6
MCEMS50 2 18.7 | 183 | 189 | 18.8 | 18.7 MCEM50 2 12.1 | 122 | 11.6 | 109 | 10.3
3 183 | 184 | 184 | 184 | 184 3 10.6 | 10.5 | 103 | 10.0 | 104
4 18.1 | 17.6 | 185 | 183 | 18.2 4 114 | 103 | 104 | 9.9 9.0
5 179 | 182 | 183 | 18.1 | 184 5 11.8 | 124 | 11.0 | 11.3 | 11.6

beam search (beam width = 1500). In this experiment, the
same number of delay J was used both in training and de-
coding. To give an idea of the range of these 100-best lists,
the error rates of the baseline HMMSs, best, worst, and av-
erage of randomly selected hypotheses (100 times) were
19.7%, 13.9%, 27.4%, and 21.2%, respectively.

Tables 1 and 2 show the phoneme error rates for rescor-
ing the 100-best hypotheses with and without reference tran-
scriptions, respectively. All of the trajectory HMMs out-
performed the baseline HMMs. When reference transcrip-
tions were not included, the trajectory HMMs with 4 rees-
timates and delay of J = 4 by the MCEM algorithm using
50 samples achieved the best result. Compared with the
best results of the Viterbi-trained trajectory HMMs and the
baseline HMMs, about 3% and 11% error reductions were
achieved, respectively. When reference hypotheses were in-
cluded, the trajectory HMMs with 3 or 5 reestimates and
delay of J = 4 by the MCEM algorithm using 10 samples
achieved the best result. When reference transcriptions were
included, about 55% error reduction over the HMM was
achieved. However, there was not statistically significant
difference between the Viterbi-trained and MCEM trained
trajectory HMMs.

Compared with the Viterbi-trained trajectory HMMs, the
performance of the MCEM-trained ones were unstable. In
Tab.1, phoneme error rates of the Viterbi-trained trajectory
HMMs ranged from 18.0% to 18.5%. On the other hand,

that of the MCEM-trained ones ranged from 17.6% to 19.0%.

It may be caused by that the MCEM is based on a stochas-
tic method. Inconsistency between decoding and training
(sampling method was used only on training) could be an-
other reason of this phenomenon.

S. CONCLUSION

In the present paper, the Monte Carlo EM algorithm with a
Gibbs sampler was applied for estimating parameters of a
trajectory HMM. In a speaker-dependent continuous speech
recognition experiment using rescoring scheme, trajectory
HMMs trained by the MCEM algorithm achieved about 11%
relative error reduction over the corresponding HMMs.

Future work includes implementation of a Viterbi de-
coder and evaluation in more practical conditions.
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