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ABSTRACT

One of the most significant problems in language modeling
of spontaneous speech such as meetings and lectures is that
only limited amount of matched training data, i.e. faithful
transcript for the relevant task domain, is available. In this
paper, we propose a novel transformation approach to esti-
mate language model statistics of spontaneous speech from a
document-style text database, which is often available with a
large scale. The proposed statistical transformation model is
designed for modeling characteristic linguistic phenomena in
spontaneous speech and estimating their occurrence probabil-
ities. These contextual patterns and probabilities are derived
from a small amount of parallel aligned corpus of the faith-
ful transcripts and their document-style texts. To realize wide
coverage and reliable estimation, a model based on part-of-
speech (POS) is also prepared to provide a back-off scheme
from a word-based model. The approach has been success-
fully applied to estimation of the language model for National
Congress meetings from their minute archives, and significant
reduction of test-set perplexity is achieved.

1. INTRODUCTION

Recently, main targets of automatic speech recognition (ASR)
research have shifted to spontaneous speech such as meetings
and conversation. One of major issues in spontaneous speech
recognition is building an appropriate language model cover-
ing spoken-style expressions as well as domain-relevant top-
ics. For better modeling, large amount of well-matched data is
needed. However, amount of available spoken-style text, es-
pecially faithful transcript, is usually limited because of tran-
scription costs. Therefore, efficient modeling utilizing such
limited data is required. On the other hand, there are often
large relevant text databases available, which are not faithful
transcript but made for documentation. These include pro-
ceedings of lectures, minutes of meetings or closed captions
for broadcasts.

The conventional approach of language modeling for
spontaneous speech recognition is combination of these
document-style text databases with some spontaneous speech
corpus. For example, written text from textbooks or proceed-
ings of lectures is complemented by transcripts of conversa-

tional telephone speech (CTS) of Switchboard and Fisher cor-
pora for automatic transcription of lecture speech[1, 2]. Also,
combination of CTS corpus with meeting or Web corpora is
adopted in meeting speech recognition[3, 4]. Respective cor-
pus represents specific linguistic characteristics such as top-
ics and styles. Though these synthesis-based approaches are
simple and effective, resulting model also contains irrelevant
linguistic expressions which may degrade ASR performance.
Another approach, proposed by Schramm et al.[5], gener-
ates simulated spoken-style text by randomly inserting fillers
into written-style text. However, this approach handles only
fillers, and contextual statistics are not reliably estimated.

In this paper, we propose a transformation approach
which estimates language model statistics (N-gram counts) of
spontaneous speech from a document-style large corpus us-
ing transformation model. The transformation model, which
is widely used in statistical machine translation (SMT), is
trained with small amount of parallel aligned corpus of these
two styles. The proposed approach is applied to efficiently
construct a language model of meetings, by estimating statis-
tics of “virtual” faithful transcripts from a large amount of
documented minutes.

2. TRANSFORMATION BASED ON STATISTICAL
MACHINE TRANSLATION FRAMEWORK

Statistical machine translation[6] generates sentence Y of tar-
get language from sentence X of source language, which
maximizes posterior probability P (Y |X) based on Bayes’
rule.

P (Y |X) =
P (X|Y )P (Y )

P (X)
(1)

Here P (X) is not actually used because it does not affect
choice of Y for given X . P (X|Y ) is usually computed by
translation model.

In this work, we consider document-style and spoken lan-
guage as different ones, denoted by X and Y , respectively,
and try to estimate spoken language model P (Y ), which is
represented as Equation (2) by modifying Equation (1).

P (Y ) = P (X)
P (Y |X)
P (X|Y )

(2)
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Table 1. Major differences between spontaneous speech and document-style text

Type P (Y |X) P (X|Y ) Document-style text X → Spoken language Y

Insertion of fillers Estimate 1 I think ... → (pause) ah I think ...
Deletion of postpositional Estimate Estimate watashi wa omoimasu → watashi omoimasu
particles (I / my / me) (think)

“wa” indicates the nominative case (= I)
Substitution of colloquial Estimate 1 iroiro na → ironna
expressions (various)

Document-style LM

P ( X )

Spoken LM for

spontaneous speech

P ( Y )

Transformation

model

P ( Y | X )

P ( think <sp> ah | think <sp> this ) = 0.500

P ( Verb <sp> ah | Verb <sp> Adj. ) =  0.600

…

N ( think <sp> this ) = 500

N ( bought <sp> those) = 300

N ( think <sp> this ) = 500

N ( bought <sp> those) = 300

N ( think <sp> ah ) = 250

N ( bought <sp> ah) = 180

I think <sp> ah this is 

ah <sp> very difficult 

case …

Transcript Y Document  X

I think, this is very 

difficult case …

Parallel corpus

Fig. 1. Conceptual image of SMT-based transformation

When we assume n-gram language model for both X and Y ,
estimation of P (Y ) and P (X) is replaced by estimation of
occurrence counts of n-word sequence (xn

1 , yn
1 ), as below:

N(yn
1 ) = N(xn

1 )
P (Y |X)
P (X|Y )

(3)

where N denotes occurrence count of N-gram entries. If
we further limit contextual information for P (Y |X) and
P (X|Y ) to n-words, Equation (3) is revised as follows:

N(yn
1 ) = N(xn

1 )
P (yn

1 |xn
1 )

P (xn
1 |yn

1 )
(4)

Equation (3) and (4) indicates that N-gram count N(yn
1 )

of spoken language model can be estimated using that of
document-style model N(xn

1 ). Figure 1 shows conceptual
image of this transformation. The conditional probabilities
P (Y |X) and P (X|Y ), namely, transformation model can be

estimated using a parallel corpus of faithful transcripts and
their document-style texts.

3. ESTIMATION OF LANGUAGE MODEL
STATISTICS OF SPONTANEOUS SPEECH

3.1. Model of spontaneous speech

In this paper, language model of spontaneous Japanese is ad-
dressed within the above framework. Differences between
Japanese spontaneous and document-style expressions are
classified into three categories shown in Table 1. For these
cases, we examine conditional probabilities P (Y |X) and
P (X|Y ) that correspond to probabilities of spontaneous and
document-style transformation, respectively.

One of major characteristics is insertion of fillers. Fillers
are often observed at the beginning or the end of utterances
or pauses. However, they do not necessarily appear at these
points, and frequency depends on actual filler words and con-
texts. Hence, insertion probability P (Y |X) must be esti-
mated. On the contrary, deletion probability P (X|Y ) is al-
ways 1, since fillers must be removed from transcripts for
documentation.

The second characteristic is deletion of postpositional par-
ticles that indicate relationship between words or phrases, for
example, linguistic case structure. Note that not all postposi-
tional particles are deleted, for example, those indicating the
nominative case are often omitted while those indicating the
possessive case are rarely dropped. Also, postpositional parti-
cles cannot be inserted at all possible points when transform-
ing a transcript into document-style. Thus, both P (Y |X) and
P (X|Y ) must be estimated.

The third one is substitution to colloquial words and
phrases for polite expressions. Such substitution is often used
for smooth utterance. Similar to the first case, not all possible
words are actually substituted, however, appeared colloquial
expressions must be always corrected in document-style text.
So P (Y |X) should be estimated, while P (X|Y ) is set to 1.

3.2. Estimation of transformation model probabilities

The key issue of the proposed method is estimation of condi-
tional probabilities P (Y |X). Training text data for transfor-
mation model is faithful transcripts and minutes of meetings
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that were made by editing the former one by focusing on the
phenomena described in the previous sub-section. These cor-
rected expressions are also annotated for making alignments.

First, statistics of word-based patterns N(yn
1 ) and N(xn

1 )
are counted for different portions. Since we assume that the
proposed method is applied to trigram language model, length
of pattern (i.e., number of words in pattern) is three. Then,
using these statistics, word-based transformation probabilities
Pword(yn

1 |xn
1 ) are estimated as following:

Pword(yn
1 |xn

1 ) =
N(yn

1 )
N(xn

1 )
(5)

We also introduce a model based on part-of-speech (POS)
since the word-based counts encounters data sparseness prob-
lem with small amount of the parallel corpus. POS tag is
given to every word using a morphological analyzer. Aggre-
gating statistics of same POS patterns, wider coverage and
more reliable estimation is expected. Transformation proba-
bilities P POS(xn

1 |yn
1 ) for POS-based patterns are estimated

in the same way as Equation (5). Conditional probabilities
Pword(xn

1 |yn
1 ) and Pword(xn

1 |yn
1 ) are also estimated accord-

ingly.

3.3. Application of transformation model

Using Equation (4), the transformation model is applied to
N-gram entries of a document-style language model that was
trained with a large corpus. At first, each word-based pat-
tern is applied to N-gram entries in turn, and transformation
is performed with Pword(yn

1 |xn
1 ) when the pattern is matched.

If not matched, then POS-based pattern is compared, and ap-
plied with P POS(yn

1 |xn
1 ) if matched. In this way, a back-off

scheme is realized. As a result, N-gram entries for sponta-
neous speech are generated with their estimated occurrence
counts that are calculated by multiplying the transformation
probabilities of the applied pattern to the count of the original
model, as shown in Equation (4).

4. EXPERIMENTAL EVALUATION

4.1. Task description

We have evaluated the proposed method on the meeting tran-
scription task. We collected four-year archive of the minutes
of the National Congress of Japan for training of the base-
line language model. The text size is 71M words. They were
transcribed and edited by professional stenographers in the
Congress. They are not faithful transcripts since typical spon-
taneous expressions such as fillers and end-of-sentence ex-
pressions are deleted or modified for documentation. There-
fore, we made accurate transcripts for another set of meetings
to train the transformation model. Total amount of training
transcripts is 666K, which is too small to directly train a lan-
guage model.

Table 2. Specifications of language models

Model Minutes CSJ Mixture Transformed
(“Baseline”) (“+CSJ”) (“Proposed”)

Training Minutes of Corpus of Minutes Minutes
corpus the National Spontaneous + +

Congress Japanese CSJ parallel
Style Document Spontaneous — Spontaneous

#Words 71M 2.9M 71M+2.9M 71M+0.7M
Vocabulary size 30,386 10,110 31,019 30,431

#Trigrams 3.63M 0.25M 3.77M 4.14M

For the test-set, we prepared transcript of yet another
meeting. It contains variety of topics such as economy, for-
eign affairs and national security. The total number of distinct
speakers is 23, so various spontaneous expressions are also
observed. The size of the test-set is 63K words.

For comparison, we prepared another spoken-style lan-
guage model using the Corpus of Spontaneous Japanese[7]
which consists of a large number of extemporaneous public
speeches, thus not matched to the task domain. The text size is
2.9M words. Interjections, repairs and colloquial expressions
are faithfully transcribed, while they are rarely contained in
the minutes of the Congress. Since our previous works[8]
used a mixture model of the two models, we set it up for com-
parison. Mixture weights of the Minutes model and the CSJ
model was optimally determined using the test-set.

Specifications of these language models are shown in Ta-
ble 2.

4.2. Experimental results

The transformation model was constructed from the parallel
corpus of 666K words. To suppress overgeneration of sparse
patterns, those appeared more than twice in the training text
were used. The total number of patterns is 5,719, which in-
cludes 2,187 (38%) POS-based patterns. Examples of ob-
tained patterns are shown in Table 3.

Then, the transformation model was applied to the base-
line model, and a transformed language model was obtained.
The vocabulary size of the new model was 30,431 and the
number of trigram entries was 4.14 million. The vocabu-
lary size is almost same with that of the baseline model, and
smaller than that of the mixture model, because only words
characteristic to spontaneous speech were added by the pro-
posed method while irrelevant topic words were also included
in the mixture model. Moreover, the number of trigram en-
tries in the new model is larger than the mixture model.
The proposed method successfully predicted more trigrams
of spontaneously spoken expressions than the synthesis-based
approach.

Figure 2 shows perplexity and out-of-vocabulary (OOV)
rates by the three models. These two measures were cal-
culated using the test-set transcript. OOV words were in-
cluded in computation of perplexity. Perplexity of the base-
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Table 3. Examples of transformation patterns

Pattern Prob.

word-based:
<pause> sore wa → <pause> ah sore wa 0.011
<pause> sore wa → <pause> ano sore wa 0.007

(that is) (inserted fillers)
POS-based:
PN N PP → w1 w2 ah 0.095
PN N PP → w2 ah w3 0.048
(ex.)
nippon keizai wa → nihon keizai ah 0.095
nippon keizai wa → keizai ah wa 0.048
(Japan economy is) (inserted fillers)

PN : proper noun, N : noun, PP : postpositional particle
wi : i-th word in the POS-tag sequence.

line model, the mixture model (“+CSJ”) and the transformed
model (“Proposed”) is 80.0, 75.9 and 51.9, respectively. OOV
rates are 3.74%, 0.47% and 0.47%, respectively. Compared
with the baseline model, the mixture model did not reduce
perplexity while OOV rate was drastically reduced. Increase
of trigram entries did not necessarily lead to improvement of
prediction performance in the mixture model. Meanwhile, the
proposed method reduced both perplexity and OOV rate, be-
cause it generated effective trigram entries with appropriate
probabilities.

For reference, we also constructed a language model us-
ing the parallel corpus only. Perplexity and OOV rate by the
model are 65.5 and 1.43%, respectively. The model contains
too few trigram entries to realize reliable prediction perfor-
mance. We also trained a mixture model of the Minutes and
the parallel corpora. Perplexity by the resulting model is
56.2 and larger than that by the proposed method. We fur-
ther tested a mixture model of the proposed model and the
parallel-corpus-based model, by which perplexity of 43.4 was
obtained. Note that the vocabulary of the latter two models is
same as “Proposed” model. These results demonstrate that
the proposed method could generate more various and effec-
tive trigram entries than a simple interpolation method.

5. CONCLUSIONS

We have presented a transformation approach to estimate a
language model of spontaneous speech. The transformation
model contains context-dependent probabilistic patterns of
transformation from document-style to spontaneous speech.
These patterns and their probabilities are determined based
on occurrence statistics in a parallel corpus of faithful tran-
scripts and their document-style texts. Since this training data
is small, contexts are backed-off to POS-based ones, which
provide more robust prediction. The transformation model is
applied to N-gram counts of document-style language model,

0

10

20

30

40

50

60

70

80

90

Baseline +CSJ Proposed

P
e
r
p
le

x
it
y

0%

1%

2%

3%

4%

O
O

V
 
r
a
t
e

Perplexity OOV rate

Fig. 2. Reduction of perplexity and OOV rate

and N-gram entries of spontaneous speech are generated with
estimated occurrence counts. In experimental evaluation, the
proposed method efficiently and effectively generated spoken
language model and reduced both perplexity and OOV rate.
We are currently evaluating speech recognition performance
with this model and hopefully report the results in near future.
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