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ABSTRACT

Unit Selection speech synthesis techniques lead the speech synthesis

state of the art. Automatic segmentation of databases is necessary in

order to build new voices. They may contain errors and segmentation

processes may introduce some more. Quality systems require a sig-

nificant effort to find and correct these segmentation errors. Phonetic

transcription is crucial and is one of the manually supervised tasks.

The possibility to automatically remove incorrectly transcribed units

from the inventory will help to make the process more automatic.

Here we present a new technique based on speech recognition con-

fidence measures that reaches to remove 90% of incorrectly tran-
scribed units from a database. The cost for it is loosing only a 10%
of correctly transcribed units.

1. INTRODUCTION

Unit selection speech synthesis is reaching the highest performance

nowadays. While other type of synthesisers do not generate as much

intelligible and natural speech, unit selection is the state of art [1, 2,

3]. However, such technique works the best when a big database is

available. It requires for a large inventory of units in different con-

texts. Then it is necessary to record databases, typically hours, and

transform them into an inventory of units that can be successfully

managed by the synthesis module.

In order to create such inventory from scratch, i.e. from audio

files and their corresponding prompt text, it is necessary to normalise

the text, phonetically transcribe it and segment recorded speech into

phoneme or diphone units. For such big databases it is either very

expensive to manually perform these tasks or problems in automatic

processes would generate undesired units. These undesired units

may be due to misplaced boundaries or to incorrectly transcribed

units.

Furthermore, new voices are often requested for several appli-

cations. For example, in order to create emotional synthesis [4,

5]. Since the synthesiser speaking style strongly depends on the

recorded speech, every time a new style is requested a new voice

has to be recorded. Also for synthesisers in new languages the pro-

cess to create a new voice is very expensive. Therefore, making the

process more automatic will be very helpful.

Since containing wrong units in the inventory of a speech syn-

thesis system can cause spotting errors, it is desirable to detect them
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before building its inventory. Segmentation when transcription is

known is a solved problem as previous experiments have shown

[6, 7], then the main problem relies on correctly transcribe the units

that have been said. The second is mainly a problem of speech de-

coding, however here we are not as interested in correctly transcribe

all the units as in detecting problematic ones. We assume, as it has

previously been done in other related works [8, 9], that wrong units

will not be a big portion of the database and that it is affordable to

loose such part of it. Therefore we focus on detecting undesired units

in order to be able to remove them from the inventory.

In Section 2 we describe the complete system we use to build

unit inventories. Then, in Section 3 methods proposed to detect in-

correctly transcribed units are explained. Afterwards, in Section 4

and 5 the evaluation and experiments performed are described. Fi-

nally, conclusions are discussed.

2. OVERALL SYSTEM OVERVIEW

In this section we describe the method we are using in order to auto-

matically build voices for our unit selection synthesiser. All experi-

ments in the present work are done in Spanish, however the process

can be applied to many other languages, if an automatic phonetic

transcription system is available. Results can vary from language

to language though. We perform an automatic transcription of the

text. Using this transcription we train demiphone-based HMM on

the database and after that we use these models to perform a forced

alignment over the whole database. The use of demiphone models

allows to obtain phone as well as diphone boundaries. Our train-

ing system uses Baum-Welch and needs a unique transcription, so

the training is done in two steps. In this first alignment we allow

optional silences between words in order to find silences between

words (see Figure 1). This silence model can be trained at edges of

sound files or at places where they are likely to appear: punctuation

marks for example. This is necessary because inter-word silences are

not contained in the phonetic transcription and they would mislead

the alignment.
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Fig. 1. Overall view of the segmentation process.

After this first step we know all the silences that may have ap-

peared between words. Now we can train models again, and perform
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a strict forced alignment with silence symbols where they were de-

tected in previous alignment. The overall process is shown in Fig-

ure 1. It is possible to iterate the training and silence detection align-

ment processes in order to detect silences more accurately, since at

every step the models will be more accurately trained.

Then, we have boundaries for every unit in the initial transcrip-

tion. If some of the units were missing or some phones have been

removed by the speaker spontaneously, then boundaries will be mis-

placed and when these units would be used in the synthesis process

the output sound would contain discontinuities. Therefore, at this

point we will try to detect undesired units. We will consider unde-

sired units the ones where phonetic transcription is not correct, read-

ing mistakes, noises and also mismatches between canonical tran-

scription and pronunciation. In next Section 3 confidence measures

used to prune the database will be deeply discussed.

3. CONFIDENCE MEASURE-BASED PRUNING

In order to detect errors, likelihoods obtained for each frame during

the second alignment are used. We also do speech decoding using

for each segment phones that are not the one transcribed. The ratio

among likelihoods will tell us which phone has not been pronounced

as transcribed.

Which units have to be kept and which ones will be removed

from the inventory will have to be decided by means of a thresh-

old. Once a unit is decided to be removed then adjacent units are

also removed due to boundary effects. If a unit is incorrectly tran-

scribed then it is not possible to accurately detect its boundaries, and

adjacent units are affected too.

A variety of works have been published on using confidence

measures to improve speech recognition [10] or to help other mod-

ules on natural language applications, for example, on dialogue sys-

tems. We will now use this approach to detect when some speech

segments do not correspond with what has been transcribed. The

sum of log-likelihoods across all frames in a unit is calculated. Log-

likelihood is calculated given the transcribed model and given the

best of an alternative set of models. By this method we are normal-

ising the likelihood of the transcribed model. If one of the models in

the alternative phone-set can better describe the unit, then the ratio

will grow up.

We calculate a ratio between both likelihoods and we call it

Transcription Confidence Ratio (TCR). It can be expressed as fol-

lows:

TCR =

PN
i=1 log(p(fi|mt))PN
i=1 log(p(fi|mb))

(1)

where fi is the ith frame of the unit,mt is the model corresponding

to the phonetic transcription andmb corresponds to the best aligned

model from the alternative set.

This method can be seen as a classification problem where we

want to classify correctly and incorrectly transcribed units. This is

done as follows:

c(x) =

j
incorrectly transcribed TCR ≥ thTCR

correctly transcribed TCR < thTCR
(2)

where c is the classification function and thTCR is the threshold.

Therefore, the choice of model b must be done in order to im-
prove the separability of both classes. We present here two meth-

ods to calculate this ratio depending on how to choose model b. In
both methods mentioned here mb is the model with higher likeli-

hood from the alternative set of models. The difference between

both methods is in the set of models among which to choose.

First method, which uses the complete set of phones as alter-

native phone-set is presented and afterwards a method based on a

restricted phone-set. The alternative phone of first method will show

a high likelihood when finding a completely different phone. This

is because all possible phones are available in the alternative phone-

set. However, in the second approach only similar phones are taken

into account, thus the alternative phone will show higher likelihood

when similar phones appear. Therefore, first method is tuned to de-

tect deletions and second method, based on a restricted set, is tuned

to detect substitutions. Therefore, they could be combined. This is

verified in Section 5 and also a combination is proposed and tested.

3.1. Phoneme network-based TCR

This first approach consists on using the whole phone-set as alter-

native phone-set. A phone network where transitions between any

phone to any other are allowed is used to perform the alignment.
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Fig. 2. Evolution of the Transcription Confidence Ratio through a
sentence that contains one substitution and a deletion. TCR is shown

for every phone. Transcription correspond to sentence: ”Para ac-
ceder D a la informació n solicitada teclee zero.”

Since the whole phone-set is used, the transcribed phone is con-

tained in it. Thus, when transcription is correct we must get similar

likelihood as with the forced alignment process, i.e. TCR∼=1, and
if transcription is not then TCR will be larger than one because the

recognition process would have found a better alignment than the

one given by the transcription. However, due to recognition accu-

racy is lower than 100% in practice TCR can be lower than one.

In Figure 2 it can be seen the variation of both models and of

TCR. It can be observed how TCR goes clearly above one in the case

of the deletion. In the case of a substitution then TCR is not clearly

above all other phone values. An horizontal line represents a possi-

ble threshold. For some correctly transcribed units TCR goes above

such threshold. This illustrates how some correctly transcribed units

will be classified as incorrectly transcribed. Therefore, a trade off

must be found by adjusting the threshold value.

3.2. Restricted phoneme network-based TCR

In this second approach we are using again the same framework but

now a shorter list of phones is allowed. Only phones that are close

to the automatically transcribed one are allowed since usually sub-

stitutions in speech concern close related phones.
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In contrast with previous method, the restricted phoneme net-

work does not contain the transcribed phone in the alternative set

of phones. Thus, when transcription is correct the TCR value goes

clearly below one since the best alignment of the alternative set will

have lower likelihood than the transcribed one. Values for the re-

stricted network-based method go further below one than for the first

method, thus variance is larger (see Figure 2).

Then, in case of substitutions the best unit in the alternative

phone-set will have lower log-likelihood than the transcribed model,

thus TCR will be larger. Moreover, for deletions TCR values will

be close to the ones for correct units. This happens because in such

situations transcribed models do not correspond to the pronounced

phone, but the unit with higher likelihood of the alternative set will

not correspond neither, since the phone-set is restricted in this case.

4. EVALUATION METHODOLOGY

Evaluation is performed in order to find out whether the system pro-

posed is able to detect units that have been either substituted or

deleted by the speaker itself. Then, an evaluation framework must

be established in order to have a correct objective evaluation of the

system.

The method used here is based on the work done by [11]. It

is not possible to introduce controlled errors in the recorded voice.

Furthermore, real errors request for a big effort on classifying them.

Therefore, in order to measure if the system does solve them or not,

controlled errors are introduced in the phonetic transcription. This

allows us to control the amount and type of errors and therefore bet-

ter interpret the results.

The proposed system in both of its configurations, i.e. restricted

or not, can only detect substitutions and deletions, then they have

to be created by modifying the transcription. Some phones are thus

substituted and some new ones are added. Note that an addition

in the transcription simulates a phone that has not been said by the

speaker (i.e. a deletion).

1.6% of units have been modified in the transcription in order
to generate mentioned errors. Deletions have been generated by

randomly inserting any phoneme in the phone-set between any two

phonemes in the transcription. Substitutions have been generated by

randomly substituting a phone by another one from the phone-set.

Restricted phone-set for each phoneme contained all phonemes that

differ from the trancribed one in one the following attributes: artic-
ulation manner, articulation point, voice or vowel/consonant.

5. EXPERIMENTS

In this section the experiments performed in order to evaluate the

system proposed are detailed. Results are shown and compare across

the different approaches. Specificities from both systems will lead

us to propose a combination of them that improves results from both

previous systems. But, first the corpus used for these evaluations is

described.

5.1. Corpus

We have used a Spanish corpus recorded by a woman. The corpus

is about three hours of speech. It contains short sentences, long sen-

tences, numbers, and special phrases such as indications, locations,

etc. This corpus has been semi-automatically pre-processed. It was

automatically transcribed and segmented and then manually super-

vised. Therefore, it is considered to be correctly transcribed and

segmented.
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Fig. 3. Results for the system based on a complete phone-set. Left:
Distribution of correct units, deletions and substitutions with respect

to the TCR threshold (thTCR). Right: Relation between percentage
of correct units and the percentage of deletions and substitutions kept

in the database.

5.2. Results

For the first approach, the one based on a complete phoneme net-

work, objective evaluation has shown, as it can be seen in Figure 3,

that for a threshold lower than 0.8 all deletions and substitutions are
removed from the database. However, for this value only 32% of
correct units would stay in the database. Since, we need a trade off

between incorrectly and correctly transcribed units to be removed, if

we assumed that it is reasonable to loose a 10% of a database then
84% of substitutions and 94% of deletions are removed from the
database what is a significant improvement of the database.
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Fig. 4. Results for the system based on a restricted phone-set. Left:
Distribution of correct units, deletions and substitutions with respect

to the TCR threshold (thTCR). Right: Relation between percentage
of correct units and the percentage of deletions and substitutions kept

in the database.

On the other hand, the approach based on a restricted phoneme

network, keeping again 90% of correct units only 75% of deletions
are removed while 89% of substitutions (see Figure 4). Then, it can
be observed how each of both approaches better solves one of both

problems (see Section 3).

Since both methods solve one of the two problems better than

the other (i.e. deletions and substitutions), a combination of both

methods is proposed here. A simple high level combination has been
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tested. It consists on combining the TCR values coming from both

methods. The resulting value corresponds to the mean of previous:

TCRcombination
i =

“
TCRcomplete

i + TCRrestricted
i

”
2

(3)

where TCRcombination
i is the new TCR value for the ith phone,

TCRcomplete
i is the TCR value of the ith phone corresponding to the

method based on a complete alternative phone-set and TCRrestricted
i

is the TCR value of the ith phone corresponding to the restricted al-
ternative phone-set-based method.

Results for this method combination is shown in Figure 5. Now,

keeping again 90% of correct units 92% of deletions and 89% of
substitutions are removed from the database. For this trade off the

threshold chosen is thTCR = 1.
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Fig. 5. Results for the combination of both systems. Left: Distri-
bution of correct units, deletions and substitutions with respect to

the TCR threshold (thTCR). Right: Relation between percentage of
correct units and the percentage of deletions and substitutions kepts

in the database.

6. CONCLUSIONS

Although it is necessary a trade off between correct and incorrectly

transcribed units present in the final inventory, the method proposed

can clearly remove around 90% of incorrectly transcribed units by
keeping at the same time 90% of the correct units present in the
database.

It thus can be taken into account in the database design step.

Once it is known that 10% of the inventory will be removed in or-
der to clean the recorded database it must have been designed with

10% larger. A drawback of the presented approach is the thresh-
old selection. It can be set by manually supervising a small part of

the database, i.e. 1%. However, experimental results show that 1 is
clearly more than a candidate.

Another further usage of the proposed method is in selection

costs. Since TCR is related to transcription confidence it seems rea-

sonable to use it in selection. This would make the synthesiser to

unlikely use less reliable units, they would only be used where no

other units were available.

The proposed method has been used in building a 10 hours voice

for the first evaluation campaign within the TC-STAR1 project. Re-

sults in such evaluation were encouraging since the voice was built

1http://www.tc-star.org

in less than one month by one single person. In a Mean Opinion

Score evaluation of the overall quality it reached a value of 4.1, a
similar value to another commercial synthesiser that is supposed to

use a more accurately built database.
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